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Mariusz Flasiński

A SURVEY ON SYNTACTIC PATTERN
RECOGNITION METHODS
IN BIOINFORMATICS

Abstract Formal tools and models of syntactic pattern recognition which are used in

bioinformatics are introduced and characterized in the paper. They include,

among others: stochastic (string) grammars and automata, hidden Markov

models, programmed grammars, attributed grammars, stochastic tree gram-

mars, Tree Adjoining Grammars (TAGs), algebraic dynamic programming,

NLC- and NCE-type graph grammars, and algebraic graph transformation sys-

tems. The survey of applications of these formal tools and models in bioinfor-

matics is presented.

Keywords bioinformatics, syntactic pattern recognition, generative grammar, hidden

Markov model (HMM)
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6 Mariusz Flasiński

1. Introduction

There are two main subareas in pattern recognition: the decision-theoretic sub-

area [43, 114], including the neural network-based approach [156, 167], and the syn-

tactic/structural one. The latter subarea can be divided, in turn, into the structural

approach [25] and syntactic pattern recognition, SPR [61, 70]. In syntactic pattern

recognition, a pattern takes the form of a string, a tree or a graph and a set of

(structural) patterns is treated as a formal language. Then, a generative grammar

is defined as a generator of this language and a syntax analyzer (formal automaton)

is constructed for recognizing and/or interpreting of structural patterns. There are

three groups of syntactic pattern recognition models depending on a type of a struc-

ture considered, namely: string-based models, tree-based models and graph-based

models. We use this taxonomy for the presentation of syntactic pattern recognition

methods in the paper. From the methodological point of view, syntactic pattern

recognition is preferred if patterns considered are structural, a recognition process is

multilevel and hierarchy-oriented and a structure-based interpretation is required [61].

As we will see in the next section, there are important issues considered in

bioinformatics that can be characterized with the methodological requirements men-

tioned above. Indeed, syntactic pattern recognition has delivered formal models

for recognizing and interpreting structural patterns in bioinformatics from the very

beginning. In fact, the first SPR application took place in bioinformatics in the

early 1960s. (The term bioinformatics had not yet been coined.) This was the de-

velopment of the FIDAC system for karyotype analysis by Robert S. Ledley and his

collaborators [120,121].

The research areas and important problems of bioinformatics in the context of

syntactic pattern recognition methods are introduced in Section 2. The basic formal

tools and models of syntactic pattern recognition which are used in bioinformatics are

characterized in the third section. It allows us to refer to these models in Section 4,

in which the survey of syntactic pattern recognition applications in bioinformatics is

presented. The last section contains conclusions.

2. Issues of bioinformatics and syntactic pattern recognition

There are three basic formal tools in syntactic pattern recognition: a (generative)

grammar, a syntax analyzer (formal automaton, parser) and a language inference

(induction) algorithm [61]. A grammar is a formal tool for the generating of a set of

strings/sequences (trees, graphs) which is treated here as a formal language. Thus,

the grammar models sequences (structures) via their generation. On the other hand,

a syntax analyzer (automaton) is a formal tool for the recognition/classification of

a set of sequences (structures). Thus, it models sequences (structures) via their anal-

ysis. In any case, both formal tools are used for the modeling of sequences/structures

in order to better understand their structural properties. The typical applications of

these formal tools in bioinformatics include: finding a subsequence/substructure that



A survey on syntactic pattern recognition methods in bioinformatics 7

relates to important features/functions in the whole sequence/structure, aligning se-

quences, predicting sequences on the basis of specific features, modeling a higher-level

structure on the basis of a lower-level one (e.g. RNA tertiary structure on the basis of

its secondary structure) and the like. A language inference (induction) algorithm is an

algorithm which generates (automatically) a grammar or a syntax analyzer (automa-

ton) on the basis of a sample of sequences (structures). In fact, it is a learning formal

tool, i.e. it learns a model (represented by a grammar/automaton) on the basis of

examples. For example, a task of this formal tool can be defined in the following way.

Given a set of biological sequences, construct a stochastic automaton (or a grammar)

that models these sequences.

Bioinformatics applies (and sometimes develops) models of computer science in

order to better understand biological processes. These models and software systems

constructed on their bases are especially useful when the data sets to be analyzed and

interpreted are complex and large. The main research areas of bioinformatics include:

• sequence analysis,

• structural bioinformatics,

• gene and protein expression,

• analysis of cellular organization,

• network and systems biology.

Syntactic pattern recognition models have been applied especially in the first three

areas. We will characterize them in a general way by identifying their main problems,

since we refer to these problems in Section 4 which contains the survey of syntactic

pattern recognition applications in bioinformatics.

Sequential structures are structures which are the most frequently considered in

bioinformatics. Their constitute the primary structures of DNA, RNA and proteins.

For example, the primary structure of the form of the amino acids’ sequence of the

ubiquitin protein is shown in Figure 1a. Sequence analysis consists in the analysis

of DNA, RNA or protein sequence in order to understand their features, biological

function or evolution. Its main issues involve, among others: a sequence alignment,

a sequence assembly, and a gene prediction. A sequence alignment in bioinformatics is

a way of arranging sequences (DNA, RNA, protein) in order to identify regions of sim-

ilarity which may result from structural, functional or evolutionary relations. There

are two issues here: a pairwise sequence alignment (an analysis of two sequences) and

a multiple sequence alignment (an analysis of more than two sequences at a time).

A sequence assembly consists in aligning and merging of fragments that belong to

a longer sequence in order to obtain the original sequence. A gene prediction con-

sists in finding the parts of genomic DNA that encode genes, mainly by identifying

the stop and start regions of genes (which is called a gene annotation). Since se-

quence analysis problems concern an identification, recognition and/or interpretation

of sequence, string-based models are the most convenient formal tools in this case.

In Section 3.1 we present these models, including: stochastic grammars, stochastic

automata, hidden Markov models, programmed grammars, and attributed grammars.
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a)

b)

Figure 1. The beginning of the primary structure (the sequence of amino acids) of the

ubiquitin protein (M stands for methionine (Met), Q stands for glutamine (Gln), I stands

for isoleucine (Ile), F stands for phenylalaline (Phe) etc.) and its complete string

representation (a). The exemplary part of the secondary structure of RNA (the branched

RNA structure, and its tree representation generated by Tree Adjoining Grammar (b).

Adapted from: [61]

Structural bioinformatics involves the analysis and prediction of higher-level,

three-dimensional structure of proteins, RNA, and DNA. For example, a part of the

secondary structure of RNA (the branched RNA structure, and its tree representa-

tion is shown in Figure 1b, whereas the graph structure of the nucleobase cytosine

used in the modeling of the tertiary structure of RNA is shown in Figure 2. In case

of proteins four structural levels are identified: the primary level that can be repre-

sented by sequences and three higher levels (secondary, tertiary, and quaternary) that

are usually represented by trees or graphs. Protein structure prediction is one of the

most important issues in structural bioinformatics, since the structure of a protein

relates to its function. Therefore, the problem is crucial for medicine (drug design) as

well as for biotechnology (novel enzymes design). It can be defined as the prediction

of the secondary level- and tertiary level-structure on the basis of the primary level-

(sequential) structure. The structures of RNA and DNA are represented by trees or
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graphs in bioinformatics. Therefore, tree-based and graph-based models are used in

this case. In Section 3.2 we present stochastic tree grammars, Tree Adjoining Gram-

mars and algebraic dynamic programming, whereas in Section 3.3 we introduce NLC-

and NCE-type graph grammars and algebraic graph transformation systems.

Figure 2. The graph structure of the nucleobase cytosine –

a building block for the modeling of the tertiary structure of RNA

Gene and protein expression area studies three main issues: an analysis of a gene

expression, a gene regulation, and an analysis of protein expression. This area con-

tributes to medicine, pharmacy, and agriculture considerably. A gene expression

consists in affecting a phenotype by information from a gene. This information is

used in the synthesis of a functional gene product (RNA, protein). A gene regulation,

in turn, is a process of the increasing/decreasing of the production of gene products

by cells as a result of the appearing of some signal. String-based models of syntactic

pattern recognition are used in the area of gene and protein expression.

3. Basic formal tools of syntactic pattern recognition

for bioinformatics

Basic definitions and characteristics of main classes of grammars and automata used

for bioinformatics are contained in this section. The string-, tree- and graph-based

models are presented in the succeeding subsections.

3.1. String-based models

The generative power of grammars (and the discriminative power of the cor-

responding automata) of the standard Chomsky model is sometimes too small
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for their effective use in the real-world applications. Therefore, a variety of en-

hanced grammars and automata have been defined to solve this problem [61]. The

most useful approaches include: stochastic grammars/automata [68], fuzzy gram-

mars/automata [207], error-correcting automata [192], hidden Markov models [11],

and other enhanced models, e.g., programmed grammars [160], attributed gram-

mars [113], and vague languages/multi-derivational parsing [66].

Computational biologists usually reason in the presence of uncertainty, because

many facts are missing and often data are noisy. In order to handle this problem,

probabilistic models, e.g. Bayesian inference, Markov Random Fields, variational

methods, Bayesian networks etc., are applied in bioinformatics [9, 44]. The sequence

analysis tasks of modeling, aligning, predicting etc. which have been discussed in the

previous section, are of the probabilistic nature as well. Therefore, enhanced proba-

bilistic formal tools of syntactic pattern recognition are often used in bioinformatics.

Let us begin their presentation with stochastic regular grammars [17,68,72,85,163].

Definition 1. A stochastic regular grammar is a quadruple

G = (ΣN ,ΣT , P, S), where

ΣN is a set of nonterminal symbols,

ΣT is a set of terminal symbols,

P is a set of stochastic productions of the form:

Ai
pij−→ γij , i = 1, . . . , n, j = 1, . . . ,mi,

in which Ai ∈ ΣN , γij ∈ ΣT ∪ΣTΣN , pij is the probability related to the application

of the production such that

0 < pij ≤ 1 ,

mi∑
j=1

pij = 1 ,

S is the start symbol (axiom), S ∈ ΣN . □

Thus, a stochastic grammar is a standard (Chomsky) grammar such that proba-

bilities have been ascribed to productions. In this case a derivation definition has to

be modified slightly. Let the string θ be derived directly from the string β, denoted

β
pij=⇒ θ , as the result of applying the production Ai

pij−→ γij .

We say that α1 derives αr with the probability p =
∏r

k=1 pk, denoted α1
p

=⇒∗ αr

iff there exists the following sequence of derivational steps

αk
pk=⇒ αk+1 , k = 1, . . . , r − 1 .

The stochastic language generated by the grammar is defined as follows.

Definition 2. The language generated by the stochastic regular grammar G =

(ΣN ,ΣT , P, S) is the set

L(G) = {(ϕ, p(ϕ)) : ϕ ∈ Σ∗
T , S

pv=⇒∗ ϕ, v = 1, . . . , s, p(ϕ) =

s∑
v=1

pv},

where s is the number of all the different derivations of ϕ from S and pv is the

probability of the vth derivation of ϕ. □
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For stochastic grammars of various types (i.e., regular, context-free etc.), the

corresponding classes of stochastic automata (i.e., finite-state, pushdown etc.) are

defined. They differ from their standard counterparts in the ascribing of probabilities

to their transitions. Thus, stochastic finite-state automaton (FSA) is defined in the

following way [72,153,194].

Definition 3. A stochastic finite-state automaton is a quintuple

A = (Q,ΣT ,Π, π0, πF ), where

Q is a set of n states,

ΣT is a finite set of input symbols,

Π is a mapping of ΣT into the set of n × n stochastic state-transition matrices such

that

Π(a) = [πij(a)]n×n , πij ≥ 0 ,

n∑
j=1

πij = 1 , i = 1, . . . , n ,

where πij(a) is the probability of the transition from state qi to state qj when the

symbol a has been read,

π0 is an n-dimensional row vector representing the initial state distribution such that

its first component is equal to 1 and the remaining components are equal to 0,

πF is an n-dimensional column vector such that its kth component is equal to 1 if qk
is the final state and 0 otherwise. □

A stochastic FSA corresponds to a Markov chain defined in the theory of stochas-

tic processes. In both cases, i.e. a stochastic FSA and a Markov chain, we assume

that we the probabilities for sequences of observable events are known. (That is,

a stochastic process is observable which means that any transition between two states

in a stochastic FSA is related to one symbol.) In bioinformatics, however, such an

assumption is too strong, i.e. the events we are interested in can be not observable

directly. In the theory of syntactic pattern recognition we use an enhanced model of

a stochastic FSA, namely hidden Markov model, HMM in such a case. (HMMs were

firstly applied in the 1960s in the field of Natural Language Processing.) Then, in

case of bioinformatics, a hidden Markov model transits through a series of ”hidden”

states, modeling a biological sequence (denoting e.g. a protein) by emitting succeed-

ing terminal symbols (corresponding to e.g. amino acids). (In the case of HMMs

we say that a terminal symbol is emitted instead of saying that it is generated/read.)

Any state of a HMM does not have to be related one-to-one to the event observed

(as in case of stochastic finite-state automata), but the probability distribution for

a set of terminal symbols is defined for each state independently. Let us formalize our

considerations with the following definition [11,138].

Definition 4. A hidden Markov (HMM) model is a quintuple

HMM = (Q,ΣT ,Π, E, π0), where

Q = {q1, q2, . . . , qN} is a set of N states,

ΣT = {a1, a2, . . . , aM} is a finite set of M symbols,

Π : Q×Q→ R≥0 is the state-transition probability distribution,

E : Q× ΣT → R≥0 is the state-based symbol emission probability distribution,
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π0 = [π(1), π(2), . . . , π(N)] is the initial state distribution vector, and the following

conditions hold:

∀q′ ∈ Q
∑
q′′∈Q

Π(q′, q′′) = 1 ,
∑
a∈ΣT

E(q′, a) = 1 ,

N∑
i=1

π(i) = 1 . □

Π(qi, qj) = πij , i, j = 1, . . . , N is the probability of the transition from state qi
to state qj . E(qj , am) = ej(am), j = 1, . . . , N, m = 1, . . . ,M is the probability of

emitting am in state qj . π(i), i = 1, . . . , N is the probability the Markov chain starts

in state qi.

In the theory of syntactic pattern recognition, error-correcting automata [192]

are applied in two cases [61]. Firstly, they are used, if we have to analyze dis-

torted/deformed versions of structural representations of reference (template) pat-

terns. Secondly, they can model the family of variant patterns belonging to the same

category (class), yet differing from each other in some detailed structural features.

Then, the “error”-transformations are defined for the string representations and the

expanded grammar is constructed by adding ”error”-productions which model these

structural differences in the variant patterns. Finally, the error-correcting automa-

ton that, apart from normal states, contains error-states (and error-transitions) is

constructed. The biological sequences usually come in families. Then, the sequences

which belong to the same family diverge from each other. For modeling protein fam-

ily assignment, multiple sequence alignment, protein structure prediction, alignment

segmentation, etc. hidden Markov models, presented above, also have been enhanced,

by introducing the so-called, profile hidden Markov models [47, 87,115].

In order to formalize our considerations, we introduce the notion of (error) string

transformation [70,125] as in [61].

Let there be given two strings x, y ∈ Σ∗
T . A transformation F : Σ∗

T 7−→ Σ∗
T

such that y ∈ F(x) is called a string transformation. The following string (error)

transformations are defined:

• Substitution transformation FS : η1aη2
FS7−→ η1bη2 , a, b ∈ ΣT ,

a ̸= b, η1, η2 ∈ Σ∗
T .

• Insertion transformation FI : η1η2
FI7−→ η1aη2 , a ∈ ΣT , η1, η2 ∈ Σ∗

T .

• Deletion transformation FD : η1aη2
FD7−→ η1η2 , a ∈ ΣT , η1, η2 ∈ Σ∗

T .

For defining profile hidden Markov models, only insertion and deletion transfor-

mations are used. A profile hidden Markov model is just a hidden Markov model

such that three types of states, namely: (normal) match states, insert states (model-

ing insertion transformation), and delete states (modeling deletion transformations),

are distinguished, and its generic structure is defined as it is shown in Figure 3.

Summing up, profile hidden Markov models can be considered to be error-correcting

hidden Markov models, as it understood in syntactic pattern recognition.

Two basic classes of Chomsky grammars are used in syntactic pattern recog-

nition: (weaker) regular grammars and (stronger) context-free grammars (CFGs).
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Figure 3. The generic structure of a profile HMM (Normal (match) states are repre-

sented with squares, insert states are represented with diamonds and delete states are

represented with circles. The begin state is marked with small black triangle and the end

state is marked with double square)

However, sometimes even CFGs are too weak if a generative power is concerned, i.e.

a language (a set of sequential patterns) is too complex to be generated by any CFG.

For example, a language considered can be context-sensitive (CSL). In bioinformatics

such a problem arises quite frequently, e.g. in the case of some RNA pseudoknotted

structures [44,157]. In syntactic pattern recognition, such structures can be viewed as

crossing interactions which can be modeled with the help of the copy language Lc that

is of the form Lc = {ww : w ∈ Σ∗
T }. However, Lc is the context-sensitive language gen-

erated by context-sensitive grammars (CSGs). The problem is that context-sensitive

grammars are inefficient computationally and therefore they are not used in practical

applications. Such a problem is effectively solved in syntactic pattern recognition by

defining various classes of enhanced CFGs which can generate certain context-sensitive

languages. (For a review of such enhanced grammars, see [61].) Programmed CFGs,

introduced in [160], are one of the most popular enhanced CFGs. Let us present their

definition.

Definition 5. A programmed context-free grammar is a quintuple

G = (ΣN ,ΣT , J, P, S), where

ΣN is a set of nonterminal symbols,

ΣT is a set of terminal symbols,

J is a set of production labels,

P is a finite set of productions of the form:

(r) A→ β S(U) F (W ), in which

A→ β, A ∈ ΣN , β ∈ Σ∗, is called the core, (r) is the production label, r ∈ J , U ⊂ J
is the success field and W ⊂ J is the failure field,

S is the start symbol (axiom), S ∈ ΣN . □

A derivation in a programmed CFG can be defined as follows. Firstly, the produc-

tion labeled with (1) is applied. If any production is applied, then after its application
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the next production is chosen from its success field U . Otherwise, the next production

is chosen from the failure field W . Intuitively speaking, a programming mechanism

allows us to control the choice of subsequent productions during a derivation, and this

way to force the applying of some (desirable) productions in case a certain production

has been applied before. For example, we can generate the (context-sensitive) copy

language Lc with a programmed context-free grammar.

The extension of programmed CFGs, namely (dynamically programmed)

DPLL(k) grammars have been defined in [62]. They are more efficient computation-

ally, i.e. their syntax analyzer is only of the O(n2) time complexity. Their extensions

to the error-correcting model and the stochastic model have been defined as well [61].

DPLL(k) grammars can generate such typical (complex) context sensitive-languages

like, e.g., L1 = {anbncn : n ≥ 0}, L2 = {anbmcndm : n,m ≥ 0} [61].
If symbolic/structural information on structural patterns that is represented by

a formal language/grammar should be supplied with numerical information, then

attribute grammars are used in syntactic pattern recognition. Such a use of numerical

information can be required in the case of minimum-distance alignment or folding

operations performed for biological sequences [123,171]. Let us introduce the following

notions and definitions.

Let AX denote the set of attributes of the symbol X ∈ Σ, X•α denote the

attribute α of X, Dα denote the set of possible values for the attribute α.

Let (p) X0 → X1X2 . . . Xm be a production of a context-free grammar and

A(p) = AX0 ∪ AX1 ∪ AX2 ∪ . . . ∪ AXm . A semantic rule for the production (p) is an

expression of the following form

β := f(γ1, γ2, . . . , γk), where

β, γ1, γ2, . . . , γk ∈ A(p),

f : Dγ1 × Dγ2 × . . . × Dγk
→ Dβ is a function. The set of semantic rules for the

production (p) is denoted by R(p).

Now, we can present attributed context-free grammars as in [70,113].

Definition 6. An attributed context-free grammar is a sextuple

G = (ΣN ,ΣT , P, S,A,R), where

ΣN ,ΣT , P, S are defined as for a context-free grammar,

A =
⋃

X∈ΣAX is a finite set of attributes,

R =
⋃

p∈P R
(p) is a finite set of semantic rules. □

Since values can be ascribed to attributes according to semantic rules related to

productions (syntactic rules) of a grammar, the corresponding syntax analyzer can

compute certain measures during succeeding steps of parsing. These measures can

be, then, used for the evaluation of distances between analyzed sequences, which is

very useful in case of operations performed for biological sequences mentioned above.

3.2. Tree-based models

As we have mentioned in Section 2, tree languages are used mainly for the analy-

sis and prediction of higher-level structures. It includes: the prediction of protein
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secondary structures, the prediction of RNA secondary structures (cf. Figure 1b in

Section 2), and the prediction of tertiary interactions over pseudoknots for RNA sec-

ondary structures. In this section, the most popular tree-based models used in these

tasks are presented subsequently, i.e.: (stochastic) tree grammars, Tree Adjoining

Grammars, and Algebraic Dynamic Programming.

We introduce the notions concerning tree structures [18,34,70,74] as in [61].

Let U = (N+, •, λ), where N+ is the set of positive integers, • is the operation,

λ is the identity, be the free monoid. The partial ordering ≤ on U is defined as follows.

x ≤ y, x, y ∈ U iff there exists z ∈ U such that x • z = y. x and y are incomparable

iff x ≰ y and y ≰ x. U is called the Gorn universal tree domain.

A subset D ⊂ U is a tree domain iff for all x, y ∈ U and all i, j ∈ N+ the following

conditions are satisfied: (1) if x • y ∈ D then x ∈ D and (2) if x • j ∈ D and i ≤ j

then x • i ∈ D. The root is represented by λ. The leaves are the nodes which are

maximal with respect to ≤. A tree node which is not a leaf is called an internal node.

Let N be the set of nonnegative integers, A be a finite subset of N. A ranked

alphabet is a pair (Σ, r), where Σ is a finite alphabet, r : Σ→ 2A is a rank multi-valued

mapping. n ∈ r(a), a ∈ Σ is called the rank of a. We denote Σn = {a : n ∈ r(a)}.
A tree over (Σ, r) is a function t : D → Σ, D is a tree domain, such that:

(1) t(x) ∈ Σ0, if x is a leaf in D and (2) t(x) ∈ Σn, where n = max{i ∈ N+ : x•i ∈ D},
otherwise. The domain of a tree t is denoted by Dt. The set of all finite trees over Σ

is denoted by TΣ. A node is a pair (x, a) ∈ D × Σ. The frontier of t is the sequence

of its leaves.

Let t ∈ TΣ and x ∈ Dt. The subtree of t at x, denoted t/x, is defined by the

function which is the set of pairs {(y, a) : (x • y, a) ∈ t, a ∈ Σ}.
Now, we can introduce the definition of (expansive) stochastic regular tree gram-

mars [16,69,70,132].

Definition 7. An (expansive) stochastic regular tree grammar over (ΣT , r) is

a quintuple

G = (ΣN ,ΣT , r, P, S), where

ΣN is a finite set of nonterminal symbols,

(ΣT , r) is a ranked alphabet of terminal symbols, ΣN ∩ ΣT = ∅, Σ = ΣN ∪ ΣT ,

P is a set of productions of the form:

Ai
pij−→ tij , i = 1, . . . , n, j = 1, . . . ,mi,

in which Ai ∈ ΣN , tij ∈ TΣ is a tree which either consists of a terminal root and its

nonterminal children or consists of a terminal node, pij is the probability related to

the application of the production such that

0 < pij ≤ 1 ,

mi∑
j=1

pij = 1 ,

S ∈ ΣN is the start symbol. □
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a)

b)

Figure 4. Replacement of a subtree (a) and derivation in stochastic regular tree grammar (b)

The definition of standard (non-stochastic) tree grammar can be obtained by

removing the probabilities in Definition 7.

A derivation step is introduced as a kind of more general operation of subtree

replacement. The replacement of the subtree α/x by t, denoted α[x← t], is the tree

defined by the function which is the set of pairs (see Fig. 4a)

{(y, α(y)) : y ∈ Dα , x is not a prefix of y} ∪ {(x • z, t(z)) : z ∈ Dt}.
Let α, β ∈ TΣ and x ∈ Dα. α directly derives β with the probability pij in

G, denoted α
pij=⇒ β, iff there exists A pij−→ t ∈ P such that α(x) = A and β =

α[x ← t] (see Fig. 4 (b)). The stochastic tree language generated by the stochastic

tree grammar G is defined in an analogous way as the stochastic string language

(cf. Definition 2).

Now, we present Tree Adjoining Grammars (TAGs) [100–102] according to [61].

Definition 8. A Tree Adjoining Grammar, TAG, is a quintuple

G = (ΣN ,ΣT , S, I, A), where

ΣN is a finite set of nonterminal symbols,

ΣT is a finite set of terminal symbols, ΣN ∩ ΣT = ∅, Σ = ΣN ∪ ΣT ,

S ∈ ΣN is the initial symbol,

I is a finite set of initial trees such that for any α ∈ I the internal nodes of α are

labelled by nonterminals and leaves are labeled by terminals or nonterminals; nonter-

minal leaves of α are marked for the substitution operation with a special symbol ↓,
A is a finite set of auxiliary trees such that for any β ∈ A the internal nodes of β

are labelled by nonterminals and leaves are labeled by terminals or nonterminals; non-

terminal leaves of β are marked for substitution except for one node, called the foot

node; the foot node has the same label as the root of β; the foot node is marked for

the adjoining operation with a special symbol ∗. □
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a)

b)

Figure 5. Substitution in TAG (a), adjoining in TAG (b)

The scheme of substitution operation is shown in Figure 5a. A nonterminal leaf

marked ↓ of a derived tree is replaced with some tree s derived from an initial tree.

The replaced node should have the same label as the root of s.

The scheme of adjoining operation is shown in Figure 5b. An auxiliary tree β is

inserted into an internal node having the address x of a derived tree t. The node of t

having the address x should have the same label as the root of β. The subtree t/x is

attached to the foot node of β which is marked with ∗.
Let θ, γ ∈ TΣ. θ directly derives γ in G, denoted θ =⇒

G
γ, iff either γ = θ[x, β],

x ∈ Dθ, β ∈ A or γ results from the application of a substitution operation to θ.

The reflexive and transitive closure of the relation =⇒
G

is denoted with *=⇒
G

.

If θ *=⇒
G

γ, then γ is called a derived tree of θ. The set of all derived trees of θ is

denoted with DT (θ).

Now, we can define the tree language generated by TAG G.

Definition 9. The tree language generated by TAG G is the set

T (G) = {γ ∈ TΣ : γ ∈ DT (θ), θ ∈ I, θ(λ) = S, and Y (γ) ∈ Σ∗
T }. □

At the end of this section, we present the novel efficient approach of Algebraic

Dynamic Programming, (ADP) [76, 78, 79, 81, 82, 166] which has been developed in

bioinformatics. This approach is based on the (well-known in computer science)

paradigm of dynamic programming which is a generic model of the constructing of ef-

ficient algorithms for complex problems which, by definition, involve the searching of

a space of exponential size (that is inefficient computationally). The paradigm consists

in breaking a complex problem into simpler subproblems recursively (in case these

subproblems are shared) which allows one to search the space in polynomial time [12].
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Dynamic programming algorithms are widely used in bioinformatics, including: opti-

mal global alignment, local alignment, repeated matching, overlap matching, etc. [44].

Algebraic Dynamic Programming is a systematic methodology of the constructing

of dynamic programming algorithms. Two main phases are defined in the methodol-

ogy: the recognition phase and the evaluation phase.

During the recognition phase a yield grammar is used. The concept of yield has

been introduced for Tree Adjoining Grammars, presented above. Let us introduce

this concept according to [61].

Let us define the yield mapping Y : TΣ −→ Σ∗
T,0 in the following way.

(1) If a ∈ ΣT,0 then Y (a) = a.

(2) If a ∈ ΣT,n , k > 0 and t1, t2, . . . , tn ∈ TΣ then

Y (a(t1t2 . . . tn)) = Y (t1) · Y (t2) · . . . · Y (tn)) ,

where · is the concatenation operation.

Thus, yield mapping delivers the sequence of the labels of the frontier nodes (i.e.

the leaves), writing them from left to right.

For tree grammars we can define the tree language generated by them, as it has

been made by Definition 9 for Tree Adjoining Grammars. On the other hand, we can

also define the string language generated by them in the following way.

Definition 10. The string language generated by TAG G is the set

L(G) = {v : v = Y (γ), γ ∈ T (G)}. □

In this case the strings defined by the terminal labels of the frontiers of the

derived trees are treated as the words of this (string) language. Then, we say that

G is the yield grammar. In fact, Tree Adjoining Grammars have been introduced in

syntactic pattern recognition for generating enhanced context-free (string) grammars

that has been discussed in the previous section. The search space of the problem

considered is described by the yield grammar.

During the evaluation phase, the so-called evaluation Σ-algebra (an interpreta-

tion, as it is understood in algebraic semantics) is used to comprise the aspects relevant

to the objective assumed, independently of the description of the search space by the

yield grammar. This way the dynamic programming algorithms can be developed on

a more abstract level than in the standard dynamic programming approach. Alge-

braic Dynamic Programming methodology has been successfully used, among others,

for sequence alignment and RNA folding.

3.3. Graph-based models

Graph grammars are the strongest generative formalism in syntactic pattern recog-

nition [61, 70, 145], because every kind of relation among the elements of a structure

can be defined. Due to their big generative power, graph grammars have been used

for such complex problems in bioinformatics as, e.g.: modeling RNA tertiary struc-

ture motifs, modeling RNA folding, modeling protein structures, genetic regulation,

analyzing metabolic networks.
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There are many classes of graph grammars [51]. In this subsection we present

three classes which, on one hand, are classic in the theory of graph grammars and,

on the other hand, are applied in bioinformatics. They include: Node Label Con-

trolled (NLC) graph grammars, Neighborhood-Controlled Embedding (NCE) graph

grammars, and algebraic (DPO) graph transformation systems.

As we have discussed in Section 3.1, the application of a certain class of a gen-

erative grammar is conditioned by the computational efficiency of the correspond-

ing type of a syntax analyzer. In case of graph grammars this problem is es-

pecially crucial, because the research into the efficiency of graph parsing revealed

a hard membership problem, PSPACE-complete or NP-complete, for graph gram-

mars [20, 95, 181, 195]. (The reasons for the intractability of this problem were iden-

tified in [58,61]). Fortunately, for the graph grammars of the Node Label Controlled

(NLC) class (edNLC graph grammars), efficient, O(n2), top-down (ETPL(k)) and

bottom-up (ETPR(k)) syntax analyzers [54–56, 60, 61] as well as an efficient infer-

ence algorithm [59] have been defined. In result ETPL(k)/ETPR(k) subclasses of

NLC grammars could have been applied, among others, for scene analysis [54, 56],

CAD/CAM integration [57], Polish Sign Language recognition [65]. The error-

correcting ETPL(k) syntax analyzer and its attributed version have been used for the

recognition of vague/variant patterns [55, 64]. Stochastic ETPL(k) grammars were

applied for manufacturing quality control [61], and attributed programmed ETPL(k)

grammars – for process monitoring and control [63].

Let us introduce the notions concerning this class of graph grammars according

to [94,95,97].

A directed node- and edge-labeled graph, EDG graph, over Σ and Γ is a quintuple

H = (V,E,Σ,Γ, ϕ), where V is a finite, non-empty set of nodes, Σ is a finite, non-

empty set of node labels, Γ is a finite, non-empty set of edge labels, E is a set of edges

of the form (v, γ, w), in which v, w ∈ V, γ ∈ Γ, and ϕ : V → Σ is a node-labeling

function.

The family of the EDG graphs over Σ and Γ is denoted by EDGΣ,Γ. The

components V,E, ϕ of a graph H are sometimes denoted with VH , EH , ϕH .

Let A = (VA, EA,Σ,Γ, ϕA), B = (VB , EB ,Σ,Γ, ϕB) and C = (VC , EC ,Σ, Γ, ϕC)

be EDG graphs. An isomorphism from A onto B is a bijective function h from VA
onto VB such that

ϕB ◦ h = ϕA and EB = {(h(v), γ, h(w)) : (v, γ, w) ∈ EA}.

We say that A is isomorphic to B, and denote this with A ∼= B.

Definition 11. An edge-labeled directed Node Label Controlled, edNLC, graph gram-

mar is a quintuple

G = (Σ,ΣT ,Γ, P, Z), where

Σ is a finite, non-empty set of node labels,

ΣT ⊆ Σ is a set of terminal node labels,
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Γ is a finite, non-empty set of edge labels,

P is a finite set of productions of the form (l,D,C), in which

l ∈ Σ \ ΣT , D ∈ EDGΣ,Γ,

C : Γ× {in, out} → 2Σ×Σ×Γ×{in,out} is the embedding transformation,

Z ∈ EDGΣ,Γ is the start graph called the axiom. □

We have presented definitions for languages which consist of directed node- and

edge-labeled graphs. If we use undirected node- and edge-labeled graphs, we de-

note the family of such graphs by EGΣ,Γ and the class of the corresponding graph

grammars by eNLC. If we use undirected node-labeled graphs, we denote the family

of such graphs by GΣ and the class of the corresponding graph grammars by NLC.

In both cases, the corresponding definitions are just simplified with relation to the

definitions of EDG graphs and edNLC grammars (The same holds for definitions

presented below).

A direct derivational step in edNLC graph grammars is defined as follows.

Definition 12. Let G = (Σ,ΣT ,Γ, P, Z) be an edNLC graph grammar.

Let H,H ∈ EDGΣ,Γ. Then H directly derives H in G, denoted by H =⇒
G

H, if there

exists a node v ∈ VH and a production (l,D,C) in P such that the following holds.

(a) l = ϕH(v).

(b) There exists an isomorphism from H onto the graph X in EDGΣ,Γ con-

structed as follows. Let D be a graph isomorphic to D such that VH ∩ VD = ∅ and let

h be an isomorphism from D onto D. Then

X = (VX , EX ,Σ,Γ, ϕX), where

VX = (VH \ {v}) ∪ VD ,

ϕX(y) =


ϕH(y), if y ∈ VH \ {v},

ϕD(y), if y ∈ VD ,

EX = (EH \ {(n, γ,m) : n = v or m = v}) ∪
∪ {(n, γ,m) : n ∈ VD ,m ∈ VX\D and there exists an edge (m,λ, v) ∈ EH such that

(ϕX(n), ϕX(m), γ, out) ∈ C(λ, in)} ∪
∪ {(m, γ, n) : n ∈ VD ,m ∈ VX\D and there exists an edge (m,λ, v) ∈ EH such that

(ϕX(n), ϕX(m), γ, in) ∈ C(λ, in)} ∪
∪ {(n, γ,m) : n ∈ VD ,m ∈ VX\D and there exists an edge (v, λ,m) ∈ EH such that

(ϕX(n), ϕX(m), γ, out) ∈ C(λ, out)} ∪
∪ {(m, γ, n) : n ∈ VD ,m ∈ VX\D and there exists an edge (v, λ,m) ∈ EH such that

(ϕX(n), ϕX(m), γ, in) ∈ C(λ, out)}. □

Since the definition of a derivation step for edNLC graph grammar is a little

bit complicated, let us consider the following example. The start graph Z which

a production is to be applied for, is shown in Figure 6a.
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The left- and right-hand sides of a production to be applied are shown in

Figure 6b. The embedding transformation of the production is defined in the

following way.

(i) C(ω, out) = {(r,X, ψ, in)},
(ii) C(π, in) = {(d, t, π, in)}.

A derived graph h (the result of applying the production to the start graph Z)

is shown in Figure 6c.

a) b) c)

Figure 6. The start graph Z of the edNLC grammar G (a), a production of G (b)

and the derived graph h (c)

The derivation step has two phases. During the first phase, the node labeled

with Y of the graph Z is removed, and the graph of the right-hand side replaces

the removed node. The transformed graph obtained by removing the node and its

adjacent edges is called the rest graph. During the second phase, the embedding

transformation is applied to connect some nodes of the right-hand side graph with

the rest graph. The item (i) is interpreted as follows. Each edge labeled with ω and

going out from the node corresponding to the left-hand side of a production, i.e. Y ,

has to be replaced by the edge: which connects the node of the graph of the right-

hand side of the production and labeled with r with the node of the rest graph and

labeled with X, is labeled with ψ, and comes in to the node r.

One can easily notice that the item (ii) just preserves the edge labeled with π.

(Indirect) derivations in the edNLC graph grammarG and the language generated

by G are defined in an analogous way as for Chomsky (standard) grammars.

The class of Neighborhood-Controlled Embedding (NCE) graph grammars [96] is

the extension (and enhancement) of the class of NLC graph grammars. The left-hand

side of a production can be a graph (not only a nonterminal symbol). The embedding

transformation uses node identifiers (not node labels) which allows us to distinguish

various nodes having the same label.

Algebraic graph transformation systems – double pushout model (DPO) – were

introduced in [52,53]. Let us present the notions of: a production and a direct graph

transformation in the DPO model according to [50].

A production in DPO is a triple p = (L,K,R), where L is the left-hand side graph

of p, R is the right-hand side graph of p, K is used for defining the gluing conditions.

The scheme of a DPO graph transformation is shown in Figure 7a. Let G be

a graph which is to be transformed as the result of the application of a production
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p = (L,K,R). Let L \ K denote the part of G which is to be removed from as

the result of the application of p, R \K denote the part of G which is to be added

to. A direct graph transformation with p = (L,K,R) is performed in the following

two steps.

(1) A match m of L in G is found such that m is structure-preserving. Then, all the

nodes and edges which are matched with L \ K are removed from G. (Let us note

that m should satisfy a gluing condition, i.e. the gluing of L \K and D equals to G.)

This step is depicted schematically in the part (1) of in Figure 7a.

(2) The graph D is glued with R \K in order to obtain the derived graph H, as it is

depicted schematically in the part (2) of in Figure 7a. The graph K is used for gluing

the nodes and edges which has been newly created into D. (It allows us to define the

gluing points at which the right-hand side graph R is embedded into D.)

The example of the DPO graph transformation is shown in Figure 7b.

a)

b)

Figure 7. The scheme of DPO graph transformation (a) and its example (b)

Both an indirect graph transformation and the graph language defined by a DPO

algebraic graph transformation system are defined in an analogous way as for graph

grammars introduced above.
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4. Applications of syntactic pattern recognition models

in bioinformatics

The survey of the applications of syntactic pattern recognition methods in bioinfor-

matics is presented in this section. Due to the presentation of string-based models,

tree-based models and graph-based models in subsections: 3.1, 3.2 and 3.3 of the

previous section, we can just refer to these models during the survey of their appli-

cations below in subsections: 4.1, 4.2 and 4.3, respectively. The summary of these

applications is included in Subsection 4.4.

4.1. Applications of string-based models

In the area of bioinformatics, syntactic pattern recognition methods were applied

firstly for chromosome analysis. The research team conducted by R.S. Ledley con-

structed the FIDAC system for scanning the chromosome photomicrographs for kary-

otype analysis in the 1960s [83,120,121]. The problem of biological images was studied

by R.A. Kirsch [109]. K. S. Fu with collaborators led research into the analysis of pho-

tomicrographs of chromosomes in the 1970s. Precedence parsing [122] and stochastic

context-free programmed grammars [71,92] were applied. In [192] the error-correcting

recognition system was applied. The direct parsing model was presented in [189].

Research into the use of formal languages, grammars and automata in molecular

biology and genetics was led in the 1980s and early 1990s [19,22,41,88,168,169]. tRNA

modeling was performed with the help of stochastic context-free grammars (CFGs)

[162]. For the parsing of DNA sequences, string variable grammars (an extension

of definite clause grammars) were used in [170]. Syntactic pattern recognition-based

methods were applied for the identification of regulatory sites in [159]. Stochastic

CFGs were used for the modeling of RNA pseudoknot structures in [23]. Multiple

sequence alignment was performed with the help of multi-tape S-attribute grammars

in [123]. The inference of strictly locally testable languages for DNA sequence analysis

was presented in [204].

In the area of gene expression and regulation, generative grammars have been

used since 1989 [31–33]. Finite-state automata (and transducers) for applications in

this area were presented in [22] and HMMs – in [208]. Context-sensitive grammars

were applied for describing biological binding operators to model gene regulation

in [13]. Modeling gene expression and regulation based on the operon model of Jacob

and Monod with the help of finite-state automata was presented in [108]. Attributed

context-free grammars were used for testing relationships between DNA sequences

and phenotypes in [29]. The identification of the promoter regions with the help of

context-free grammars was presented in [36].

Small subunit ribosomal RNAmultiple alignments were constructed with the help

of stochastic CFGs in [24]. The studies into the issue of predicting RNA secondary

structures containing pseudoknots resulted in the proof of NP-completeness of this

problem [133]. A polynomial time syntax analyzer for augmented CFGs generating
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pseudoknotted structures was constructed in [157]. An ncRNA gene detection was

made with the help of pair stochastic CFGs in [158]. Basic gene grammars were de-

fined for processing DNA sequences in [124]. The model of grammatical induction for

the recognition of human neuropeptide precursors was defined in [141]. A pairwise

RNA structure comparison was made with stochastic CFGs in [89]. Parallel com-

municating grammars were constructed for modeling RNA pseudoknotted structures

in [28]. The extraction of protein interaction information was made with the help of

context-free grammars in [190]. An RNA secondary structure prediction with the help

of stochastic CFGs was studied in [5,38,40,42,110,111]. Dependency grammars were

used for the analysis of protein-protein interactions in [164]. Link grammars and they

parsing were applied for the extraction of protein interaction information in [176]. The

induction of even linear grammars was applied for predicting transmembrane domains

in proteins in [147]. The prediction of RNA-RNA interaction was made with stochastic

multiple CFGs in [105,107,175]. The studies of RNA pseudoknotted secondary struc-

tures with the help of multiple context-free grammars were presented in [49,143,155].

The analysis of protein sequences was performed with the help of stochastic CFGs

in [45, 46]. The use of inference of regular grammars for larger-than-gene structures

was discussed in [193]. Multi-dimensional (based on linear and context-free) gram-

mars were used for DNA-protein alignment in [178]. A grammatical inference method

was constructed for classification of amyloidogenic hexapeptides in [200].
Hidden Markov models (HMMs) are one of the most popular syntactic pattern

recognition formal tools which are applied in bioinformatics [48,67]. HMMs were ap-

plied for gene/sequence prediction and modeling [26,27,103,117,126,140,142,154,188],

sequence alignment [10, 144], protein secondary structure prediction [119, 202], base

calling [128, 177], modeling sequencing errors [131], predicting transmembrane pro-

tein topology [116, 212], predicting and discriminating beta-barrel outer membrane

proteins [6–8], RNA folding and alignment [86], ncRNA identification [180, 209],

ncRNA annotation [21, 199], ncRNA structural alignment [206] and identifica-

tion of protein domains [75, 191]. Novel models based on HMMs were defined

in bioinformatics. The most popular ones include: profile hidden Markov models

[3,15,47,87,90,98,104,115,148,150,183,184,186,187,201] which are used for represent-

ing and analyzing sequence profiles and pair hidden Markov models [39,44,112,144,198]

which are applied for finding sequence alignments by emitting two (aligned) strings.

Generalized hidden Markov models which emit a string at a state, were applied for

gene prediction in [118, 134, 154]. Previously emitted substrings are used for deter-

mining the probabilities of future states in context-sensitive hidden Markov mod-

els [2, 206], which allows one to represent correlations between subsequences. (Stan-

dard) HMMs are combined with with continuous Markov chains to define evolutionary

hidden Markov models [146] used to represent the evolution of biological sequences.

Profile HMMs were applied for a viral discovery from metagenomic data in [4].

Fundamental studies into the use of syntactic pattern recognition in bioinfor-

matics and comprehensive synthetics overview were presented in seminal monographs

and papers. The most important include [171–173]. The applications of HMMs in
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bioinformatics were summarized in [84,205] and the use of formal lingustics tools can

be found in [9,35,44,149,165]. The problem of inferencing stochastic grammars from

biological sequences was studied in [161]. The research into the applying of Natural

Language Processing for genomics was presented in [203]. The studies into the possi-

ble existence of protein grammar which generates folding patterns in protein domains

were presented in [151]. The application of computational linguistics for biopolymer

structure studies was considered in [37].

4.2. Applications of tree-based models

Stochastic tree grammars were used for the prediction of protein secondary struc-

tures in [1, 135] and for the prediction of RNA/protein tertiary structures in [38].

Tree grammars were applied for the modeling of multiple biomolecular structures

in [210, 211], for the computation of exact RNA shape probabilities in [93], for RNA

analysis [129] and for RNA pseudoknot comparison in [152]. The mining of human-

viral infection patterns was performed with the help of regular tree grammars in [182].

Rectangle tree grammars were used for predicting RNA secondary structures in [127].

RNA structure prediction with the help of Tree Adjoining Grammars (TAGs)

was presented in [196]. TAGs were used for pseudoknot identification in [174]. The

generating of RNA secondary structure including pseudoknots with the help of ex-

tended simple linear Tree Adjoining Grammars (ESL-TAG) was presented in [106].

This class of TAGs was used to construct an algorithm for tertiary interactions over

pseudoknots for the predicting of RNA secondary structures in [91]. Pair stochastic

Tree Adjoining Grammars (PSTAG) were used for a pseudoknot RNA structure pre-

diction in [139]. The grammatical representation of macromolecular structures with

the help of Tree Adjoining Grammars and related formalisms was proposed in [30].

Algebraic Dynamic Programming (ADP), based on tree grammars, was firstly

used for RNA folding [76]. Its applications include: RNA folding [137], aligning recom-

binant DNA sequences [78], pairwise sequence comparison [77], RNA structure predic-

tion and analysis [82] and the alignment of bio-structure tree representations [14,80].

4.3. Applications of graph-based models

The induction (inference) of node label controlled (NLC) graph grammars was ap-

plied for analyzing protein sequence data in [99]. The modeling of protein struc-

tures with the help of neighborhood-controlled embedding (eNCE) graph grammars

was presented in [197]. Algebraic (DPO) graph transformation systems were used

for modeling RNA folding in [136]. These systems were also applied for analyzing

metabolic networks in [179] and for modeling RNA tertiary structure motifs [185].

String-regulated rewriting graph grammars were used for genetic regulation in [130].

The use of an inference algorithm for k-testable graph languages in order to analyze

hairpin RNA molecules data sets was presented in [73].
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4.4. Summary of applications

A summary of applications of syntactic pattern recognition models in bioinformatics

described in the previous subsections is presented in Table 1.

Table 1
The summary of applications of syntactic pattern recognition models in bioinformatics

(in chronological order)

Model type Models References

String-based

models

Regular grammars,

stochastic context-free

grammars, programmed

context-free grammars,

multiple context-free

grammars, context-sensitive

grammars, attributed

grammars, finite-state

automata, hidden Markov

models, precedence parsing,

CYK parsing, algebraic

dynamic programming

[120], [121], [83], [109], [71], [122], [192],

[22], [189], [88], [31–33], [168–173], [41],

[115, 117], [162], [19], [23], [118], [13],

[123], [159], [47, 48], [104], [204], [110],

[24], [133], [154], [157, 158], [108], [116],

[124], [141], [89], [144], [151], [203], [3],

[28], [111], [112], [131], [146], [190], [6–8],

[26,27], [42], [201], [39], [103], [134], [161],

[183], [40], [105, 107], [142], [198], [148],

[186,187], [199], [209], [15], [21], [37], [67],

[86], [128], [164], [176], [184], [202], [147],

[206], [29], [45], [180], [205], [2], [90], [98],

[212], [193], [5], [143], [177], [191], [36],

[46], [38], [75], [178], [4], [35], [155], [200],

[119], [140], [188], [208], [149], [126], [49],

[165]

Tree-based

models

(Stochastic) regular tree

grammars, Tree Adjoining

Grammars, algebraic

dynamic programming

[135], [1], [196], [76], [78], [77], [79], [81],

[82], [106], [139], [30], [174], [93], [127],

[210, 211], [91], [38], [80], [166], [182],

[14], [129], [152], [137]

Graph-based

models

NLC graph grammars, NCE

graph grammars, algebraic

(DPO) graph transformation

systems, string-regulated

rewriting graph grammars,

k-testable graph languages

[99], [185], [130], [136], [73], [179], [197]

5. Conclusions

In Section 3 we have presented the basic formal tools of syntactic pattern recognition

(SPR) which are used in bioinformatics. As one could see in Section 4, SPR mod-

els and methods, namely various classes of generative grammars, syntax analyzers

of many types and a lot of language inference (induction) algorithms have been suc-

cessfully used in bioinformatics. Indeed, the popularity of these methods resulting in

plenty of applications in this research area is amazing. At the same time, bioinformat-

ics is an interesting and challenging research area for computer scientists developing

novel syntactic pattern recognition models for real-world applications.
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Abstract Measurements from particle timing detectors are often affected by the time

walk effect caused by statistical fluctuations in the charge deposited by passing

particles. The constant fraction discriminator (CFD) algorithm is frequently

used to mitigate this effect both in test setups and in running experiments,

such as the CMS-PPS system at the CERN’s LHC. The CFD is simple and

effective but does not leverage all voltage samples in a time series. Its per-

formance could be enhanced with deep neural networks, which are commonly

used for time series analysis, including computing the particle arrival time. We

evaluated various neural network architectures using data acquired at the test

beam facility in the DESY-II synchrotron, where a precise MCP (MicroChan-

nel Plate) detector was installed in addition to PPS diamond timing detectors.

MCP measurements were used as a reference to train the networks and com-

pare the results with the standard CFD method. Ultimately, we improved the

timing precision by 8% to 23%, depending on the detector’s readout channel.

The best results were obtained using a UNet-based model, which outperformed

classical convolutional networks and the multilayer perceptron.
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1. Introduction

Precise time measurements of particles are crucial in many fields, including nuclear

medicine and high-energy physics. Designing the most efficient method can be chal-

lenging, especially when the required precision is of the order of nanoseconds or pi-

coseconds. Our research focuses on the detectors of the Precision Proton Spectrometer

(PPS) [1], which is a subsystem of the Compact Muon Solenoid (CMS) [23] detector

at CERN’s Large Hadron Collider (LHC) [12]. At the LHC, protons and ions are ac-

celerated to high energies and are then collided in dedicated interaction points. PPS

detects and measures the kinematics of so-called forward protons, which are scattered

to small angles after the interaction. Accurate calculation of the particle position

and arrival time allows for the precise reconstruction of the particle trajectory and

estimation of the interaction position which is crucial for the CMS-PPS subsystem.

The CMS-PPS system uses detectors installed on both sides of CMS, at a dis-

tance of approximately 220 m, to perform precise time measurements [7]. Each de-

tector contains four detection planes with scCVD (single crystal Chemical Vapour

Deposition) diamond sensors. When a charged particle passes through a sensor, it

generates an electric analogue signal that is later amplified and digitised. In LHC

Run 31, one of the digitisation techniques uses SAMPIC [11], a fast sampling ASIC

(Application-Specific Integrated Circuit), on which we focus in our work. The chip

samples and digitises the signal every 156.25 ps. Proper online or offline2 analysis of

these data including a multi-step preprocessing and filtering procedure can be used

to compute the particle arrival time with high precision. The data flow during the

analysis is depicted in Figure 1.
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Readout
electronics Waveforms Time of

arrival

Preprocessing
and data
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Algorithm
parameters

Waveform
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Waveform
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Figure 1. Data flow diagram for the analysis of the timing data (blue: electronics, green:

data, red: digital algorithm). Multiple algorithms can be used to retrieve the time of ar-

rival from the waveform data. In this research we focus on digital algorithms working in

the offline mode.

The accuracy of the arrival time measurement is impacted by two main factors:

jitter and the time walk effect. In our work, we focus on minimising the impact

1The operating period of the LHC, which started in 2022.
2The word ‘offline’ in this article is used to describe an algorithm working some time after data

acquisition, contrary to online algorithms which work in the software or analogue pipeline straight
after the data have been acquired.
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of these components on the data from PPS sensors. Jitter is caused by the noise

from the signal amplifier. Time walk is the dependence of the measured time on

the signal amplitude. It is caused by statistical fluctuations of the charge released in

a sensor by a passing particle. This leads to detecting signals with variable amplitudes.

Signals with larger amplitudes cross a given threshold earlier than signals with smaller

amplitudes. An example of measurements affected by the time walk effect is provided

in Figure 2.
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Figure 2. Time walk error illustrated as a difference in the threshold crossing times

between two signals with the same shapes but different amplitudes

The constant fraction discriminator (CFD) is currently used at CMS-PPS to

reduce the impact of the time walk effect and extract the time of arrival timestamps.

The CFD is an analytical algorithm and does not use all available samples in a time

series. Furthermore, the quality of its results is substantially reduced by the presence

of noise and waveform irregularities. To address this issue, we propose a solution that

utilises a deep neural network. This network can predict the arrival time of a particle

from a sampled time series by using all available samples in a waveform.

2. State of the art

Various digital techniques are used to obtain the time of arrival. The classical ap-

proach is to use one of the multiple analytical methods. Following the recent trends,

machine learning techniques are gaining popularity in this domain, too. This section

outlines both of these strategies.

2.1. Analytical approaches

The simplest analytical method is the fixed threshold, which extracts the timestamp

as the time of crossing a threshold fixed at a specific voltage. The main flaw of the

fixed threshold is not taking the time walk effect into consideration at all.
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The most common method used to mitigate the time walk effect is the normalised

threshold algorithm, often referred to as the constant fraction discriminator (CFD).

This algorithm normalises the waveform amplitude and then applies a fixed threshold.

Other techniques include using the signal maximum as the timestamp or extracting

only two timestamps and using the time over threshold (TOT) method [5, 9].

Due to its simplicity and relatively high performance, the constant fraction dis-

criminator is considered the most reliable choice [6]. It is used in both test setups

and running experiments, such as the CMS-PPS system at the LHC. Originally, the

CFD was devised as an analogue device. However, we use it as an offline algorith-

mic solution to measure the arrival time of a particle given a very fast electrical

pulse. By mitigating the error introduced by the time walk effect, the CFD allows

for very accurate timing measurements. Given the excellent properties of the CFD

and its common usage in the field, we selected this algorithm as the baseline for our

numerical experiments.

2.2. Machine learning methods

Machine learning techniques are widely used in high energy physics. Common use

cases include monitoring data quality by identifying outliers [2] and particle track

reconstruction [19]. The short execution time of machine learning methods makes

them useful for the high level trigger reconstruction task [18].

Although some supervised machine learning techniques, specifically deep neural

networks, show promising results in time series analysis and timestamp prediction [21],

they are seldom used to predict the time of arrival and have never been utilised for

this purpose in the CMS-PPS subsystem.

The most extensive tests of neural networks in the domain of computing the

time of arrival have been performed for MRPC (Multigap Resistive Plate Chamber)

detectors. The research showed that multilayer perceptrons, LSTM (Long Short-Term

Memory) recurrent neural networks or their combinations can be successfully used

with the signals from a particle timing detector [26,27]. The interest is high in medical

applications, too. Various convolutional architectures, mainly UNet-based, are used

to calculate the time of flight in PET detectors [4] and to tag ECG diagrams [20,28].

While these problems are different from the one discussed in this paper, they still

require time series tagging, which is at the core of our problem.

3. Dataset

This section describes the data source and preprocessing steps required to construct

the dataset used in this work. We also provide a detailed description of the version

of the CFD algorithm, which is used during the data preprocessing procedure.
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3.1. Data source

We constructed a dataset using the data acquired at the test beam facility in the

DESY-II synchrotron in 2020 [8]. The facility hosted the PPS diamond timing detec-

tors, as well as an MCP-PMT (Microchannel Plate Photomultiplier Tube) detector.

The sensors were connected to the SAMPIC readout chip. The voltage time series

sampled by SAMPIC had a fixed length of 64 samples within a 10 ns time window.

Typically, the time window was long enough to capture the entire MCP signal. How-

ever, with diamond sensors, the signal is typically longer, with a wider trailing edge

compared to the leading edge. As a result, in most cases, 10 ns was enough to fully

capture only the leading edge of a signal.

The expected precision of the PPS diamond sensors was 50–100 ps, while the

MCP timing precision was measured to be around 10 ps [8]. Considering its per-

formance, MCP readouts were a perfect source of ground-truth information for our

experiments. We present examples of waveforms acquired using the MCP and a dia-

mond sensor in Figure 3.
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Figure 3. Example waveforms from the MCP (a) and a diamond detector (b)

3.2. Preprocessing

Multiple preprocessing steps were required for the data acquired from the DESY

beam. Firstly, the samples were inverted to compensate for negative signals. This

operation resulted in a rising edge in a signal indicating a particle.

The next preprocessing step was to eliminate noisy and so-called saturated events.

Noisy signals are too weak to analyse, while saturated events occur when the volt-

age exceeds the amplifier’s dynamic range, resulting in the signal being capped at

a certain level. Examples of such events are shown in Figure 4. This means that

the true amplitude cannot be easily retrieved from the signal, and the CFD cannot

produce accurate reference values. We excluded noisy and saturated events from the

analysis to focus solely on the comparison between deep learning models and the CFD.

The data filtering was done mainly using amplitude histograms. Amplitude (i.e.

maximum voltage) was plotted on a histogram for each event. Typically, noisy events

appear on the left side of the histogram, while saturated events appear on the right
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side. Therefore, it is simple to filter out such events by selecting minimum and maxi-

mum amplitudes and discarding any events that fall outside this range. The minimum

and maximum cuts were determined manually by analysing the histogram shapes.

Figure 5 shows the maximum voltage histograms for the MCP and two selected di-

amond detectors. Due to its excellent waveform quality and low ratio of saturated

events (visible as a small peak on the right side of its histogram), MCP did not require

filtering.
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Figure 4. Examples of noisy (a) and saturated (b) events acquired

using the diamond sensor
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Figure 5. Maximum voltage histograms for MCP (left) and two selected diamond detectors

(middle and right). The red lines on the histograms of the diamond detectors indicate the

minimum and maximum amplitude cuts. It is important to note that the histograms look

different for each detector, and therefore, it was necessary to find the amplitude cut values

separately for each of them.

In the original dataset, the distribution of signal rising edge timestamps was cen-

tred around a single value in the middle of the time window. Using such a dataset

would make it highly likely for the networks to overfit and collapse the predictions

to the same timestamp for any input data. To avoid this, the signals were trimmed

from 64 to 48 samples by removing 16 samples from the edges of the window. Specif-

ically, up to 16 first samples were cut from each signal, and only the next 48 samples

were kept. The number of first samples to drop was chosen randomly to smear the

timestamp distribution.
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Another issue was the fact that the waveforms had varying baselines and ampli-

tudes. They had to be normalised in order to be properly processed by the neural net-

works. At first, the baseline was calculated as the mean value of the first 20 samples.

Then, it was subtracted from the voltage values in the time series. Afterwards, the

waveforms were divided by their maximums to normalise the amplitudes. The same

steps are used in our version of the CFD algorithm and are visualised in Figure 7a.

3.3. Final dataset

In order to train the neural networks, we needed both time series and ground-truth

(reference) time. Therefore, we constructed a dataset that only included events with

corresponding readouts from both the MCP and a diamond sensor. The ground-truth

timestamps were obtained from the MCP signals using the CFD method explained

below. Due to the high quality of the MCP measurements, this approach was sufficient

and provided the necessary timing precision for the training process. Figure 6 presents

a normalised waveform from the final dataset, along with a corresponding MCP signal

and the reference timestamp. The slight difference between the reference time shown

on the MCP and diamond detector waveforms is due to the relative difference in the

times of the first samples of both signals. This difference must be taken into account

in the calculations to avoid bias.
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Figure 6. Example from the final dataset: a) waveform from MCP. tMCP (red line) is

computed using the CFD; b) waveform from a diamond detector. tref (red line) is the neural

network’s reference time computed using the CFD for the MCP waveform. The green dashed

line represents the time computed using the CFD with the waveform from the diamond

detector (tCFD). It is not included in the dataset and is shown only for visualisation purposes

The final dataset consisted of approximately 500,000 waveform entries and their

corresponding reference timestamps. After removing irrelevant information, perform-

ing data filtering and preprocessing, the size of the dataset was reduced from around

5.5 GB to 126 MB.
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3.4. Constant fraction discriminator

The CFD algorithm used in this research is a modified version of the normalised

threshold algorithm.

First, we normalise a time series using the same strategy as during data prepro-

cessing, which involves baseline subtraction and division by the amplitude. Next, we

calculate the time of arrival as the moment when the series crosses a chosen volt-

age threshold. To determine the exact timestamp, we apply a linear interpolation

between the point before and the point after the threshold crossing. The chosen

threshold is a fraction of the normalised amplitude, which ensures that the crossing

point’s dependence on the amplitude is removed. Figure 7 illustrates these steps.
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Figure 7. Depiction of the CFD algorithm: a) (0) before normalisation, (1) baseline subtrac-

tion, (2) division by maximum; b) when the normalisation is done, the timestamp can be

found using the fixed threshold algorithm. The threshold chosen for this example is arbitrary

4. Network architectures

Our goal was to improve the timing precision using deep neural networks. We aimed to

demonstrate that our methods achieve better results in terms of particle arrival time

precision than the CFD. We started from a multilayer perceptron (MLP) and pro-

gressively increased the overall complexity of the network structure by using regular

convolutional architectures and UNet-based [17] networks. We ran a hyperparame-

ter tuning algorithm for each network type and selected the best candidates. Below,

we briefly describe the training configuration, tuning method and hyperparameter

options. We also depict the best-performing models.

4.1. Training configuration

We selected a single detector readout channel, i.e. a single diamond detector, for our

primary tests. After preprocessing, we obtained 15,675 and 3,919 entries in the train-

ing and test sets, respectively. However, at this point, we left the test set for the final

performance assessment. The models were trained using the Adam [15] optimiser

with an adaptable learning rate which was reduced on learning curve plateaus.
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As the output of the MCP and regular convolutional models was just a single

number (the predicted timestamp), their metric was the squared error between the

predicted and ground-truth values. In the case of the UNet-based model, it was

trained to output a heatmap, so its error was calculated as the mean squared error

between the predicted heatmap and the ground-truth one. The ground-truth heatmap

was generated as a Gaussian with the mean at the true timestamp and a small stan-

dard deviation of one sampling step, i.e. 156.25 ps, following [25]. The final UNet

timestamp could be retrieved as the mean of a Gaussian fitted to the output vector.

The training process stopped when no improvements in the loss function were ob-

served, following the early stopping method. This aimed to minimise the impact of

overfitting [10].

4.2. Hyperparameter tuning procedure

Our hyperparameter tuning procedure consisted of two steps. First, we used a tuner

algorithm to select the most promising models. Then, we performed cross-validation

to determine the best one. The entire procedure utilised only the training set, with

the same train-validation splits for every network type. We reserved the test set for

final performance estimation.

For the first step, we chose one of the most common hyperparameter tuners,

KerasTuner [16]. It is capable of selecting the top-N best models given an optimi-

sation algorithm. We chose the Bayesian optimiser, which is an improved version of

the grid search and random search algorithms. It estimates the loss function versus

the hyperparameter values, and samples the hyperparameter sets according to that

distribution. For each network type, we ran 40 iterations of KerasTuner, testing 40

different hyperparameter sets. Each set was trained using 80% of the original training

set, while the remaining 20% was used for validation. To improve the quality of the

results and filter out unstable models, we used two executions per trial, meaning that

the result of a model was calculated as an average of the loss values from these two,

separate executions of training and validation.

In the second phase, we used the top 5 models outputted by the tuner and

performed 5-fold cross-validation using only the training set. The folds were consistent

across all network types, and each fold value was an average of three trials. The final

model for a given network type was chosen based on the mean and standard deviation

of the cross-validation results.

The hyperparameter tuning procedure was run on the High-Performance Com-

puting GPU cluster. The computations took from one to four hours, depending on

the network architecture.

4.3. Multilayer perceptron

The main goal of tuning the multilayer perceptron (MLP) architecture was to find

the optimal number of hidden layers and neurons. To avoid using a separate hyper-

parameter for the number of neurons in each layer, we assumed that either the same
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number was used or that the number was divided by 1.5 or 2 for every consecutive

dense layer. The final layer always had only one neuron, since it was the output of

the model and represented the predicted timestamp.

In addition to these parameters, we also tested the effects of adding batch nor-

malisation [14] and dropout [22]. Batch normalisation could be added either after

every dense layer or not at all, and could also be added independently after the input

layer. Finally, dropout was set to either 0, 0.2, or 0.5. An activation function was

applied after every dense layer, except for the last one, and was fixed to ReLU [13].

The best models returned by the tuning procedure almost always included batch

normalisation after every dense layer and the input but did not use dropout. There

were no clear patterns for the rest of the hyperparameters. The final MLP architecture

is shown in Figure 8.

48

1
16 16 16 16 16 16

BatchNormalization Dense

=

Dense Group

Figure 8. Optimal MLP model [3]

4.4. Convolutional network

The convolutional neural network (CNN) consisted mainly of convolutional layers,

which are commonly used in image and time series processing tasks. Unlike dense

layers, convolutional layers can learn the relations between neighbours, such as time

series samples located next to each other.

Typically, the number of filters increases with each consecutive convolutional

layer. In our case, it was multiplied by 2. However, up to three convolutional layers

could be used in sequence before increasing the filter count. We refer to this group as

a convolutional block. The number of blocks was another hyperparameter, ranging

from 1 to 4. Only the number of filters in the first block was optimised, as the

numbers in the following blocks could be inferred from the number in the first block.

All convolutional layers had kernels of small size: 3. A single dense layer was placed

at the end of the network so that the network could output a single number. A small

MLP could be inserted between the convolutional part of the network and the final

dense layer, parametrised similarly to the full MLP architecture. However, its depth

was limited to 3.
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In addition to the core layers, batch normalisation was parametrised similarly

to the MLP. Dropout could be applied after each dense layer in the MLP part. For

convolutional layers, we used spatial dropout [24] instead of regular dropout. Its rate

could be set to 0.0, 0.1, or 0.2.

Batch normalisation was used in all of the models returned by the tuner, while

the MLP dropout was always set to 0.0. No visible patterns were observed for other

hyperparameters. The final convolutional architecture is shown in Figure 9.

2
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1
2

6 3

48 384

18 4

16

32
64 128

BatchNormalization Conv Dropout[0.2] MaxPooling Flatten Dense

=
Dense Group

=
Conv Group

Figure 9. Optimal CNN model [3]

4.5. UNet

The last architecture we used, UNet, is characterised by the U shape of its archi-

tecture. It is composed of an encoder and a decoder. The encoder extracts relevant

features from the input, while the decoder uses those features to build a vector of the

input shape and highlight relevant spots, such as predicted timestamps in time series

processing. The UNet architecture takes advantage of skip connections to amplify the

importance of initial features in the decoder. Thanks to the segmentation and noise

reduction capabilities of UNet, we expected it to be a good candidate for our task.

The main hyperparameter for our model of the network depth, measured in UNet

blocks. The encoder and decoder were symmetrical and contained the same number

of blocks. An encoder block consisted of one to three convolutional layers followed by

a max pooling layer. A decoder block started with deconvolution, which we imple-

mented through upsampling and a convolutional layer with a kernel size of one (all

other convolutional layers had a kernel size of 3). The output of a decoder block was

concatenated with the output from the corresponding block in the encoder through

a skip connection. Finally, one to three convolutional layers were used. As before,

batch normalisation and spatial dropout could be added after every convolutional

layer with a kernel size of 3. Batch normalisation could also be used after input. The

final UNet architecture is depicted in Figure 10.
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Figure 10. Optimal UNet model [3]

5. Results

This section begins with a description of the method used to assess the timing precision

of either the CFD or a deep neural network. Then, we compare the results obtained

with the CFD to those obtained with the best neural network using data from a single

readout channel of the detector. We also provide a description of other performance

tests we performed, including the tests on other readout channels.

5.1. Precision assessment method

To measure the time precision of a detector, a typical method is to compare its

measurements with those of a ‘reference’ detector that has much better time precision.

The reference detector is placed on the same beam line to detect the same particles.

The mean of the differences between the tested detector and the reference detector

represents a constant offset. Although neural networks can learn to have a mean

close to zero, the CFD mean is expected to be shifted due to the method’s inability to

adjust to inconsistent signal characteristics. The precision of the time measurement

is represented by the standard deviation of the differences.

In our case, MCP served the role of the reference detector. What is more, to

reduce tail effects, we fitted a Gaussian curve to the histogram of the time differences

and used the standard deviation of the Gaussian as the precision measure (as shown

in Figure 11).
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Figure 11. Difference histograms for the CFD and our best-performing, UNet-based model

5.2. The optimal architecture

We performed cross-validation on the best models, one from each network type. In-

stead of computing loss values, we used the evaluation method described above to

compute the results. The computations were performed only on the training portion

of the dataset. The results are shown in Table 1. As expected, UNet had the small-

est (the best) average precision value. It was also the most complex model with the

biggest number of parameters. Interestingly, the model had more parameters than

the number of training samples. This is typical for neural networks as they often

use more parameters than the minimum required number. While this can make the

network susceptible to overfitting, with proper training, overfitting can be avoided.

The early stopping method we employed is the best approach to address this issue.

Additionally, spatial dropout was applied to improve performance at the expense of

further increasing the number of parameters. Surprisingly, the MLP model was the

most stable, with the smallest standard deviation of results for each fold.

Table 1
Comparison of the precisions achieved by the optimal models in the cross-validation pro-

cedure. In addition to the cross-validation scores, the number of parameters used by each

network is reported, too

Architecture Mean [ps] Std [ps] Parameter count

MLP 63.90 0.85 2737

CNN 62.83 1.34 36,865

UNet 60.71 1.19 456,965

To evaluate the final performance of our solution, we used the test set which was

composed of data from the same readout channel as the training set. Figure 11 shows

the difference histograms for the CFD and our best-performing neural network. The

network’s histogram is visibly narrower, indicating better precision.
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5.3. Adjusting the data to the LHC conditions

Due to limited available bandwidth in the PPS setup at the LHC, the SAMPIC time

series consist of only 24 samples. To validate the networks under these conditions,

we trimmed the original time series from 64 to 24 samples. First, we smeared the

timestamp distribution by randomly removing up to 10 samples from the beginning

of the series, retaining only the next 56 samples. We then selected the 24 samples

from the middle to ensure that the most important part of the signal was preserved.

We made slight adjustments to the network architectures to accommodate the smaller

input size (24 instead of 48). We performed the same tests as before and obtained

similar results. We were able to improve the precision from 73.3 ps to 62.1 ps standing

for 15%, which is promising for using deep learning with LHC data.

5.4. Tests on many channels

In the previous sections, we only used data from a single detector channel. However,

we also tested data from other channels. We first trained the optimal network on

each channel separately and then tested it on the same channel which was used for

training. We achieved precision improvements ranging from 8% to 23% compared to

the CFD. We also investigated if the network could be trained on one channel and

tested on another, or even trained on all available data while maintaining the train-

test split. We present the results for selected, representative channels in Table 2.

Table 2
Precision improvements with respect to the CFD obtained with many detector channels

involved [%]. We selected seven, representative channels and highlighted the best precision

for each one

Test channel
Training channel

10 [%] 16 [%] 17 [%] 22 [%] 25 [%] 27 [%] 31 [%]

10 13 10 13 7 –1 –23 –7

16 6 23 16 9 –22 –9 3

17 7 17 19 9 –3 8 –6

22 4 14 –4 11 –84 –51 7

25 4 4 7 4 12 8 –4

27 –13 –10 4 –16 4 19 –17

31 2 13 10 7 –7 –7 16

all 8 22 14 12 9 17 14

These results show that, typically, in order to achieve the highest precision for

a given channel, the network needs to be trained using data from that channel specif-

ically. If trained on one channel and tested on another, the network might perform

worse than the CFD, resulting in negative entries in Table 2. This shows that even

though the same sensor is used, the collected data differ significantly between chan-

nels. Channel 22 is the only channel for which the network trained on all channels
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was able to achieve slightly better precision than the network trained on that specific

channel. This may be due to an unfavourable train-test split for the channel 22 data.

We present the improvements for all the channels we explored using the networks

trained on the particular channels in Figure 12. The data were available for channels

from 8 to 31. We do not report the improvements for channels 12 and 15, as the

waveforms were too noisy.

8 19 9 18 10 17 11 16 13 14 20 31 21 30 22 29 23 28 24 27 26 25
Channel

0

5
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15

20

Im
pr

ov
em

en
t %

Figure 12. Improvements with respect to the CFD for the channels we explored. The channel

order follows the physical set-up of the test beam experiment. The red dashed line divides

the channels from two separate planes of diamond sensors used in the experiment

It is worth noting that we did not test the network on data from all available

channels at once. This would be difficult due to the different mean values of the

difference histograms in various channels. Instead of a single Gaussian, we would

have a group of smeared Gaussians, which would make it impossible to retrieve the

true detector precision. Therefore, even when the network was trained using data

from all channels, we tested it separately for each channel.

6. Conclusion

We demonstrated that deep neural networks can be used to compute the time of

arrival of particles taking samples voltage signals at input. In fact, these networks

can improve timing precision compared to the most commonly used algorithm, the

CFD. In the base numerical experiment, we were able to improve precision by 17%. It

is a significant value considering that we did not make any modifications the detector

setup, but just used a different algorithm for computing the time of arrival. Other

readout channels also showed improvements ranging from 8% to 23%. We found that

networks based on the UNet architecture yield the best results among the models we

investigated. However, we did not test recurrent networks, which are also expected to



58 Mateusz Kocot et al.

perform well in this kind of problem. We leave that for further research. Nonetheless,

even the simplest network architecture we tested – MLP – enabled us to calculate the

arrival time with noticeably better precision than the CFD.

Neural networks have a wide range of applications in high energy physics. For

example, some types of neural networks are used to evaluate the quality of waveform-

like experimental data, thereby improving the detection of outliers and bad data [2].

Additionally, the resolution of pattern recognition algorithms is improved for detec-

tors with complex geometries [19]. This work contributes to the evaluation of neural

networks in high-energy physics. The method proposed in this manuscript broadens

their applicability and increases the precision of timing detectors. Deep neural net-

works have been tested in similar applications. It has been shown that they can be

used in the prediction of arrival time [26, 27], or more generally in the annotation of

time series [20]. This proves that our findings are not just a coincidence. However, it

is worth noting that neural networks can achieve high accuracy only on data similar

to the training dataset.

The method described in [26] differs from our approach in terms of the detector

architecture and the usage of simulated data in network training. In contrast, our

work relies entirely on experimental data and a more precise source of reference data

in the form of an MCP-PMT detector.

It is important to note that our reference data were not flawless. The MCP

precision was assessed to be 10 ps, which is much better than that of diamond sensors

(about 50–100 ps). Nevertheless, MCP signals are not perfect and introduce a small

degree of uncertainty. Using the CFD further worsens the reference precision. The

resulting error is random and can cause some events to contradict each other during

neural network training. For instance, reference timestamps may vary for waveforms

that look identical. As a result, the final precision of the neural network was negatively

impacted.

In addition to the time of arrival study, the procedure developed in this research

using KerasTuner to tune hyperparameters and find the optimal network architecture

has been successfully applied in ongoing studies to improve the precision of timing

computations in the CMS-PPS subsystem at the LHC.

The Large Hadron Collider (LHC) restarted in 2022 and is producing data in

a format similar to that discussed in this article. The SAMPIC readout board saves

the full waveform in the raw data stream, which can be subject to further analysis

using the method presented in this manuscript. Although the CFD is still commonly

used for timing measurements, it may be replaced by neural networks. Lack of the

MCP in the LHC setup poses a problem in terms of the reference data acquisition,

but the work on finding another way is ongoing.

The inference from the neural network has a very low demand for the CPU

time (order of 10 milliseconds), making it well-suited for online processing, such as

in the high-level trigger reconstruction chain. The data can be processed in batches,

enabling efficient parallel processing of a large number of events.
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GENERALIZING CLUSTERING INFERENCES
WITH ML AUGMENTATION OF
ORDINAL SURVEY DATA

Abstract In this paper, we attempt to generalize the ability to achieve quality infer-

ences of survey data for a larger population through data augmentation and

unification. Data augmentation techniques have proven effective in enhancing

models’ performance by expanding the dataset’s size. We employ ML data

augmentation, unification, and clustering techniques. First, we augment the

limited survey data size using data augmentation technique(s). Second, we

carry out data unification, followed by clustering for inferencing. We took two

benchmark survey datasets to demonstrate the effectiveness of augmentation

and unification. The first dataset contains information on aspiring student

entrepreneurs’ characteristics, while the second dataset comprises survey data

related to breast cancer. We compare the inferences drawn from the original

survey data with those derived from the transformed data using the proposed

scheme. The results of this study indicate that the machine learning approach,

data augmentation with the unification of data followed by clustering, can be

beneficial for generalizing the inferences drawn from the survey data.

Keywords survey research, ordinal data, data augmentation, clustering, unification,

generalization
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1. Introduction

Surveys are the most popular form of data collection in organizational and behavioral

research [5]. The areas of policy-making, higher education, health care, psychology,

and market research are some of the ones that commonly use surveys [15]. Cor-

rectly processing survey data has become a major problem due to the vast range of

applications. Minor survey data analysis may occasionally produce bizarre results.

Therefore, the right analytical tools are necessary to derive relevant insights from

survey data. However, the nature of the data and the application’s goal significantly

impact how reliable analysis tools are [38]. It attempts to comprehend a phenomenon

by compiling feedback from a sizable population [5].

The standard methods for analysis in survey research are statistical modeling

tools for finding survey error(s); this necessitates prior knowledge of the association

between the outcomes and covariates [46]. Unfortunately, in complex real-world cir-

cumstances where these interactions may not be accessible, it is not always possible

to satisfy the condition of understanding the relationship mapping between the out-

comes and variables. More adaptable modeling strategies are necessary for these

situations that do not call for relational mappings to be predefined. Complex cir-

cumstances can be better understood by building relational mappings based on the

inherent properties of the data [24]. For example, grouping data points according

to their natural proximity can help us better comprehend a phenomenon, like the

behavior of a sampled population. Flexible modeling techniques must be used, and

numerous data-related issues must be resolved to extract relevant and trustworthy

insights from survey data. Unique qualities of survey data include variability, hi-

erarchical linkages, and the importance of category names [43]. Depending on the

degree of heterogeneity, the data may contain a variety of metrics, including binary,

continuous, categorical, or their mixtures.

Most survey techniques involve using a single mode of data collection. In today’s

complex world, single-mode survey techniques may not be sufficient. For example,

universities survey students to learn about their perspectives, interests, and behav-

ior to better understand the factors that contribute most to their entrepreneurial

aptitude; the survey data could be multi-modal.

To address this, researchers employ multiple surveys allowing diverse inferencing

and catering to complex themes. These surveys offer a range of methods, including

mathematical analysis and qualitative inference, to gather comprehensive data and

insights that align with the research objectives and complexities of the survey topic [6].

Unification is a process of combining various data elements to create an arrangement

that is logical and consistent enough to allow for the drawing of reliable inferences.

Since it makes it feasible to combine and bring diverse pieces of knowledge into one

coherent whole, unification is crucial for effective inferencing. It must include patterns

or connections into a single structure. Furthermore, unification calls for considering

relevant factors affecting the discovered patterns or correlations [42]. The success of

unification is crucial for accurate inference.
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In addition, sampling is always limited by size, yet it is expected that such limited

sampling should lead to the views of the whole population [33]. Participants might

differ in their perspectives. Ensuring the sample size is enough to include all relevant

viewpoints while performing qualitative research. A limited sample size can have

a better chance of finding a wide range of impressions and increasing the credibility

of their inferences; there could be fewer conflicts. However, analyzing such a range of

data presents formidable difficulties [34].

Additionally, survey data generated by web-based survey software frequently con-

tains small ordinal measurements. According to the research, treating values on small

ordinal scales as value-based is improper [47]. On the other hand, methodologies that

make use of vectors with ordinal values typically outperform pattern-based analysis

techniques [40, 41]. Such techniques, widely used by most survey inferencing tools

and techniques, lead to arbitrary inferencing. Apart from the facts above about the

reliable analysis of survey data, the flexible modeling techniques, and the use of vector

techniques, the survey faces the challenge of gathering information from the intended

audience. It is one of the main problems with online surveys. Online surveys fre-

quently require greater response rates, which could result in sufficient sample size and

skewed findings [2].

In this work, we use machine learning (ML) techniques, namely, data augmenta-

tion, to augment the survey size. ML is mostly data-driven [30]. To put it another

way, it offers adaptable modeling methods that exclusively rely on the intrinsic prop-

erties of the data to make the connections between the data and the results. ML

usage may open survey research to generalized predictive modeling, limited to de-

termining population features from a sample of data [8, 9]. Data augmentation is

a generalization technique that enriches and enhances the population size for proper

inference. We expect that the inferencing of the limited survey should be that of the

population [22].

In this work, we focus only on ordinal data. But, like in many surveys, there is

also associated numerical type data. So, as a result, we apply the unification process,

which appropriately converts numerical values to ordinal values. After this, we put

the dataset into a machine-learning model, especially for clustering. By doing this,

we got better clusters for finding the effecting features from each cluster. It means the

formed clusters are effective. In the result section, we show the efficiency measures of

the clustering and can find suitable and effective features.

Therefore, we address the following research questions (RQs) in this work:

RQ1: Does the limited survey sampling be extended through ML augmentation re-

flecting a more significant population’s general opinion?

RQ2: Does the augmented data with unification and clustering yield proper infer-

ences?

Regarding the RQs mentioned above, the research in this work examines the

proper inferencing obtained through augmentation and unification. For this pur-

pose, we took two case studies, one for finding the competency factors in university
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entrepreneurs and the second for breast cancer prediction features. The research

contributions of this work are summarized as:

• We employ data augmentation techniques on limited survey to yield the infer-

encing of larger population.

• We identify the generalized driving features to determine the significant factors

for prediction.

• The proposed ML methods yield significant inferences for ordinal-type survey

data for proper decision-making.

The paper is organized as follows: Section 2 describes the motivation behind

developing ML-driven methods. Section 3 briefly reviews the literature highlighting

the data augmentation techniques and unification’s role in clustering survey data. In

Section 4, we describe, in detail, the concept of our proposed methodology. The exper-

imental setup with dataset description of survey data and the detailed corresponding

results are presented in Section 5.1. Finally, we conclude the paper in Section 6.

Table 1 lists the key abbreviations that comprise this paper.

Table 1
Abbreviations

Abbreviation Description

ADASYN ADAptive SYNthetic

CNFL Categorical to Numerical Feature Learning

DAUG Data AUGmentation

DBSCAN Density-Based Spatial Clustering of Applications with Noise

DNA Deoxyribo Nucleic Acid

EM Expectation Maximization

GA Genetic Algorithm

GAN Generative Adversarial Network

PCA Principal Component Analysis

ROC Receiver Operating Characteristics

SMOTE Synthetic Minority Over Sampling

SOM Self Organising Map

UFDM Unification For Data Modelling

2. Motivation

The survey of a limited population should reflect the opinion of a large population. The

survey aims to gather perceptions and viewpoints that may be applied to a more

significant population. A properly chosen sample population that reflects the large

population in terms of the pertinent features must be used to do this. The techniques

may be used to draw valid conclusions about the attitudes and actions of a larger

population. We are using ML techniques. It should be generalized. Therefore, we use

the augmentation technique, which is a generalization technique. Even then, if we get
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fewer responses, it may give loosely prominent results. So we have to expand our num-

ber of responses through augmentation. We depict an example of this process. Here,

we assume only three features (A1, A2, and A3) and responses from two categories

(A and B). We suppose that a survey is conducted on a questionnaire, and based

on this, there are three features to observe (A1, A2, and A3). The features will be

selected from three for decision-making on the two categories of responses (A and B).

Figure 1. A Sample Example of Selected Features from a Survey Dataset

Figure 1 illustrates that in a small population size, before augmentation, the most

governing feature for inferences through clustering is only A3. Considering the re-

sponses belong to two categories, A and B, they group into two clusters. A3 is most

likely selected for inferencing from each cluster with maximum grading. On the other

hand, after augmentation, the responses increased in number and were also grouped

into two clusters. But this time, we got another feature A1 from cluster 2. There

may be a possibility of getting all three features; this will be discussed in detail in

the results section for limiting the selected features. Thus, we can get more general-

ized and precise inferences. Therefore, the inferences of ML techniques will be better

suitable for this work.

3. Related work

3.1. Data augmentation in survey data

The fundamental objective of data augmentation is to create a productive and re-

peatable sampling method by adding concealed or unseen factors to the model. This

technique gained prominence primarily in deterministic algorithms that aim to max-

imize likelihood functions or posterior densities with the expectation-maximization

(EM) algorithm [16]. Constructing a data augmentation algorithm is somewhat of

an art because data augmentation algorithms must be carefully developed for each

model type [17]. Schliep and Hoeting introduced parameter-expanded data augmen-

tation techniques to model ordinal data with the probit model. Specifically, the study
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focused on implementing these algorithms for the probit linear mixed model in the

context of spatially correlated ordinal response data. The researchers then demon-

strated the applicability of the model by utilizing it to assess the biotic integrity of

wetlands in Colorado [42].

Machine learning algorithms are typically evaluated based on their predictive

accuracy. However, this approach may be unsuitable for imbalanced datasets where

classes are not evenly represented or when the cost of different errors varies signifi-

cantly. For instance, fraud detection often involves a class imbalance of 100 to 1, while

other applications may have an imbalance of up to 1,00,000 to 1. Over-sampling

techniques have been proposed to address this issue to balance the data. One ap-

proach involves creating synthetic examples of the minority class rather than simply

over-sampling with replacement. This technique has been successful in handwritten

character recognition, where operations like rotation and skew were used to perturb

the training data and create additional examples. By generating synthetic exam-

ples, we can improve the training of machine learning algorithms on imbalanced data

and ensure that the minority class is not overlooked. This approach can be precious

in applications like fraud detection, where correctly identifying the minority class is

critical. SMOTE (Synthetic Minority Over-sampling Technique) [12] demonstrates

that a more effective classifier performance (in ROC space) can be achieved through

a combination of our over-sampling method for the minority (abnormal) class and

under-sampling for the majority (normal) class, compared to solely under-sampling

the majority class.

The Adaptive Synthetic (ADASYN) [23] sampling approach has been developed

to address these issues. The main idea behind ADASYN is to use a weighted distribu-

tion for different minority class examples based on their level of difficulty in learning.

This means that more synthetic data is generated for minority class examples that are

harder to learn than those that are easier to learn. As a result, ADASYN improves

learning by reducing the bias introduced by class imbalance and adaptively shifting

the classification decision boundary towards the difficult examples. Simulation anal-

yses on several machine learning data sets have demonstrated the effectiveness of

this approach across five evaluation metrics. The ADASYN sampling approach has

emerged as a promising solution to this challenge. By generating synthetic data for

minority class examples based on their level of difficulty in learning, ADASYN helps

reduce bias and adaptively shift the classification decision boundary towards difficult

examples. This approach effectively improves learning outcomes across various ma-

chine learning data sets, making it a valuable tool for tackling imbalanced data sets

in modern data mining applications.

Temraz and Keane proposed a data augmentation method that generates syn-

thetic, counterfactual instances in the minority class. Unlike other oversampling tech-

niques that interpolate values between instances, this method adaptively combines

existing instances from the dataset using actual feature values. To generate synthetic

instances, the paper deploys a case-based counterfactual method. Counterfactual
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methods are developed to generate posthoc examples to explain the predictions of

black-box ML models and provide algorithmic recourse for end-users trying to mit-

igate automated decisions [45]. Hulse et al. analyzed eleven learning algorithms on

thirty-five real-world datasets to guide machine learning practitioners and suggest

future research directions on building classifiers from imbalanced data. This study is

unique as no other related work has analyzed class imbalance on such a wide scope [48].

The data augmentation field is vast, and it is especially used in the field of images.

Image data augmentation involves creating new images from existing ones by making

small adjustments, such as changing brightness, rotating the image, or shifting the

subject horizontally or vertically. This technique effectively increases a dataset’s size

and improves a machine-learning model’s robustness. When a model performs dif-

ferently on training data versus testing data, it’s called generalizability. Overfitting

occurs when a model has poor generalizability due to being overly trained on the

training data. Simple transformations like horizontal flipping, color space augmenta-

tions, and random cropping were the earliest demonstrations of the effectiveness of

Data augmentation. These transformations address invariances that pose challenges

to image recognition tasks. The efficiency of geometric and photometric (color space)

conversions was examined in comparative research by Taylor and Nitschke [44]. We

looked at geometric changes, including flipping, 0◦ to 360◦ rotations and cropping, as

well as color space transformations like edge improvement, PCA, and color jittering

(random color manipulation). Eight thousand four hundred twenty-one photos with

a size of 256×256 from the Caltech101 dataset were used in the 4-fold cross-validation

test of the augmentations.

Generative modeling, nicknamed Generative Adversarial Network (GAN), is

a fascinating data augmentation method. Generative modeling is constructing ar-

tificial instances from a dataset while maintaining the original set’s features. The

highly intriguing and enormously well-liked generative modeling framework known as

GANs results from the above-mentioned adversarial training ideas. GANs are a means

to “unlock” more information from a dataset, according to Bowles et al. [7].

3.2. Unification in survey data

After augmentation, another perspective is the unification. The challenges of uni-

fication rather than its benefits, particularly concerning long-term economic growth

and the practical aspects of societal and political integration. The extent to which

the vocabulary and understanding of unification are unknown is still uncertain [37].

There are various types of categorical data, such as text data, DNA sequences, and

Census Bureau data, that humans easily understand. Still, many classification sys-

tems, like support vector machines (SVM), require numerical data representations.

Most learning techniques transform categorical data into binary values to handle this,

which can result in high dimensionality and sparsity.

CNFL uses eigen-decomposition to convert the proximity matrix into a reduced

space that can be used for classification or clustering. It first employs simple matching
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to measure the closeness between instances [21]. Mamabolo and Myres provided

two significant contributions. Firstly, it outlines a precise and reproducible 8-step

process for questionnaire development utilizing qualitative research, which enhances

the methodology for mixed-method designs. Secondly, the study creates a research

tool for measuring the extent of entrepreneurial skills. Ultimately, the findings offer

implications for research methodology, entrepreneurship scholarships, and practical

applications [32, 49]. In data analysis, it is expected to ask meaningless questions.

Understanding data scaling can sometimes help us identify nonsense, but we

must use proper logic. Giordan and Diana developed a new clustering technique

that addresses two common cluster analysis issues: group size selection and scale in-

variance. The method employs a multinomial model, a cluster tree, and a pruning

approach to group objects. Two types of pruning are examined using simulations [20].

When dealing with real-world problems, data may include numeric and categorical

variables. While many regression algorithms work well with numeric variables, cate-

gorical variables require additional considerations. However, decision tree algorithms

can estimate targets based on specified rules and handle categorical and numeric vari-

ables. Kim and Hong proposed a new hybrid model combining a decision tree with

another regression algorithm to analyze mixed data. The algorithm was evaluated on

twelve datasets and achieved better or comparable accuracy to other methods without

significantly increasing computational complexity [25–27].

The decision tree algorithm can handle categorical and numerical variables by

evaluating the target based on predefined rules. This feature is used to create a new

hybrid model that combines a decision tree with a different regression technique to

analyze mixed data. The GA algorithm optimizes the new cost function and produces

accurate clustering results. We can evaluate whether a GA-based clustering algorithm

suits high-dimensional data collections with mixed features [36]. A novel distance met-

ric is proposed to preserve the order link between ordinal values while measuring the

intra-attribute distances of nominal and ordinal characteristics in a unified manner.

An entropy-based distance metric for ordinal attributes is devised to estimate the dis-

tance between categories of an ordinal attribute, which utilizes the underlying order

information. The next step is to generalize this distance measure and suggest a single

one that applies to ordinal and nominal attribute categorical data [50].

3.3. Other techniques in survey data

Inference from sample surveys has traditionally focused on functions such as aver-

ages and totals of the findings made for the population’s participants. However, in

scientific applications, the superpopulation parameters linked to a stochastic mecha-

nism assumed to produce the population’s observations are frequently of more interest

than the finite-population parameters. Even with a modest sampling proportion of

the final units, cluster sampling, and conventional design-based variance calculations

can significantly underestimate super-population variability [22]. In many empirical

applications, there is a chance that mistakes may be associated with clusters. Thus,
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it is crucial to strive for accurate statistical inference. We must make sure that our

inference takes this into account. Usually, using conventional cluster-robust variance

estimators is simple, but things may get complicated occasionally. The two main

challenges are dealing with a small number of clusters and figuring out how to define

the clusters [11]. Therefore cluster inferencing becomes a more crucial part of sur-

vey data analysis. Mixed datasets are frequently subjected to clustering to identify

patterns and collect related objects for additional examination. However, it might

be not easy to directly apply mathematical operations, such as summing or averag-

ing, to the feature values of these datasets, making clustering mixed data tricky [3].

4. The proposed methodology

Multiple data sources may have different attributes when survey results are gathered.

They could be nominal, numeric, or ordinal. Data of all kinds affect survey research.

Our conclusions will be more reliable and useful if we incorporate all available facts.

One more aspect is there while collecting the data. The number of responses may be

small compared to getting a better result with more respondents. In this section, we

proposed a model to conquer these deficiencies. The proposed design workflow of this

model is given in Figure 2. In the following Subsections, we describe each process of

this workflow.

Figure 2. Workflow of the proposed methodology

4.1. Preprocessing

Survey data is essential for preparing the dataset for in-depth analysis and modeling.

The reliability and validity of research findings may be increased by resolving difficul-

ties and conflicts for improved data quality, standardization, and representativeness

resulting in insightful findings that support well-informed decision-making.

Preprocessing survey data is a vital and complex phase that aims to ensure

the gathered data is precise, consistent, and prepared for insightful analysis. Data

cleansing is when possible mistakes and missing values are found and dealt with
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properly. If attribute values are lacking during the process, the median value based on

domain knowledge will fill any gaps. In this article, we focus on two different categories

of data, numerical and ordinal, among many others. So the first preprocessing step

in this scenario is taking the ordinal and numerical data from the surveyed dataset.

After preprocessing and cleaning, we get the dataset for further use. We named it

the original dataset.

4.2. Augmentation

We have mentioned SMOTE and ADASYN in the related work section. These two

are well-known techniques for data augmentation. These techniques use the nearest

neighbor for class imbalance problems with at least two classes. In this article, we

do not deal having class imbalance problems. So in this part, another augmentation,

a machine learning approach, is used to add more statistical techniques to the already-

existing data to expand the diversity of the data. This enhances the generalization

and effectiveness of the model. Through augmentation, we attempt to achieve the

quality of survey data for a larger population. The Data AUGmentation (DAUG)

Algorithm (Algorithm 1) is the pseudo-code for augmentation.

Algorithm 1 DAUG (S,m,n,P)

Input: Dataset S, Number of rows m, Number of Columns for using deviation l

Output: Augmented Dataset P

1: dataset S[ ] : Select the numerical and ordinal attributes

2: n : size of S

3: m : Number of rows randomly selected from n for augmentation

4: if m > n then

5: Reduce the size of m

6: end if

7: m1[ ] : make a sample copy of m rows

8: m2[ ] : make a sample of m rows with random ordinal data distribution

9: m : Concatenate m,m1&m2

10: l : Number of columns for considering deviation

11: for i to l do

12: Column medium[i] : choose the medium from each column

13: deviation[i] : the deviation for the selected medium from the respected column in each

column

14: calculate average deviation[i]

15: end for

16: k : Number of rows to add based on average deviation and median

17: m = n× k

18: add m rows to dataset P

19: Normalize P

20: return P
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By applying the DAUG (Algorithm 1), the survey dataset is expended. The

original dataset is passed to the model. In the first step, the attributes with numerical

and ordinal values are selected and treated as the original dataset. Select the number

of rows randomly from the original dataset suitably. Then make two copies of the

selected raw data, one for replication and another for different data that have changed

ordinal values. Then combine these copies for the augmentation process based on the

row-wise mean and standard deviation.

4.3. Unification for data modeling (UFDM)

After augmentation, we consider two types of data values, numerical and ordinal.

We make an effort to incorporate survey data that is numerical and ordinal. We

use a Gaussian distribution to represent the data. Therefore, we first transform the

numerical data into ordinal data that follows the distribution. This process is called

a unification for data modeling. The UFDM for unification is given in Algorithm 2.

Algorithm 2 UFDM (S, an)

Input: Dataset S, Numerical attribute an

Output: Unified Dataset D

1: Select an from S

2: min an : Minimum of the numerical attribute

3: max an : Maximum of the numerical attribute

4: avg an : Average of the numerical attribute

5: temp count[ ] : for number of occurrence of each number

6: for i to each number in range min an to max an do

7: temp count[ i]

8: end for

9: for i to each row in an do

10: num := row.num

11: temp count[ i] := temp count[ i] + 1

12: end for

13: if temp count[ ] is left skewed then

14: Assignment of ordinal values with making bin following the increasing bin-size from

left to right

15: else if temp count[ ] is right skewed then

16: Assignment of ordinal values with making bin following the decreasing bin size from

left to right

17: else

18: Assignment of ordinal values with making bin following the equal bin size from left to

right

19: end if

20: Replace numerical values with ordinal values and update the dataset with named D

21: return D
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Applying the algorithm UFDM (Algorithm 2), the numerical values are converted

to ordinal values through the unification process in the model. The generated dataset

from the augmentation process is the input for the unification process. Find the

statistics of this dataset, like the minimum, maximum, and average of each numerical

attribute. We want to convert numerical data to ordinal data. Then find and count the

number of occurrences of each element in ascending order of minimum to maximum

values. Adjust the bin size of the ordinal valued bins (based on the Likert scale)

accordingly for the skewness nature of the dataset.

4.4. Clustering and inferencing

After augmentation and unification for data modeling, we compare the efficiency of

groups through clustering. Clustering entails grouping instances into clusters based on

similarity to discover underlying patterns or structures within the dataset. K-means

algorithm seeks to optimize the cluster allocations by minimizing the sum of squared

distances between data points and their associated centroids. So we use K-means

clustering for the whole process. We apply K-means at three levels at the original

dataset, after augmentation, and after unification. The clusters made during the

process should have improved quality for inferencing so that generalized features can

be stated. The governing generalized feature selection is the main focus of inferencing.

4.5. Complexity analysis

The workflow of the proposed technique encapsulates three techniques, namely, Aug-

mentation, Unification, and Clustering. In this subsection, we estimate the computa-

tional complexity of the proposed methodology. Let n be the number of rows in the

original dataset S.

1. Augmentation (DAUG): The steps of the augmentation algorithm (DAUG)

are listed in Algorithm 1. The standard deviation in the associated columns

is taken into consideration for selecting rows for augmentation Algorithm lines

6–14 are used to calculate each attribute’s computation. The time complexity

for selecting m rows for augmentation from the dataset S is O(m). The number

of columns for considering deviation is l. These columns with selected rows

are augmented, therefore, the complexity for this process is O(m ∗ l). The last

step is appending the number of k rows, the complexity is O(k). Therefore, the

complexity of DAUG Algorithm (Algorithm 1) is O(m + m ∗ l + k) ≈ O(n2).

2. Unification (UFDM): The next stage is the unification work: the UFDM Al-

gorithm 2. In UFDM, lines 2–12 are for the unification, and lines 13–20 are

for the assignment. Let an be the number of numerical attributes. The range

of numerical values is in r. The complexity for finding the minimum, maxi-

mum, and average of each attribute is O(an ∗ n). The complexity for fitting

the ordinal values according to the range of numerical values is O(r ∗ n). The

last step to replacing the numerical values with corresponding ordinal values
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is O(n ∗ 1) complexity.Therefore, the complexity of UFDM Algorithm (Algo-

rithm 2) is O(an + r ∗ n+ n) ≈ O(n2).

3. Clustering: Let the number of desired clusters be (t), the number of rows to be

clustered be (n), and the number of iterations until convergence be given by (i).

The number of the attributes (an) determines the complexity of the K-means

method. The Clustering is of O(t ∗ n ∗ i ∗ an) ≈ O(n3) [1, 29,35,51].

K-means is susceptible to the presence of outliers and is known to perform poorly in

the presence of outliers. However, there are several other clustering algorithms, e.g.,

DBSCAN, hierarchical clustering [18], etc. that handle outliers at the cost of higher

complexity [29]. However, this is the future direction of this work.

5. Experimental results and analysis

In this section, we experiment with two datasets and use them to illustrate the pro-

posed methodology and select the generalized features. The performance of clustering

algorithms can be assessed using a wide range of metrics, which are utilized depending

on a particular task and objectives of the clustering method. In this work, we have

considered three performance metric measures: the Silhouette scores [39], Calinski

Harabasz Index [10], and Silhouette Analysis plot [39].

Silhouette scores. The silhouette score calculates how well each data point fits into its

allocated cluster. This is calculated as the ratio of the mean distance between a data

point and all the remaining data points in a comparable cluster to the average distance

between a data point and all similar data points in the closest cluster. A higher sil-

houette score means that the data points have been successfully divided into different

clusters that are uniform inside and well-separated by the clustering method.

Calinski Harabasz index. On the contrary, a higher score on the Calinski-Harabasz

index denotes superior clustering efficiency. It evaluates the ratio of around-cluster

variation to within-cluster variance, which implies how well the Calinski-Harabasz

index consider both the gap between clusters and the compactness of each cluster.

Silhouette analysis plot. Each data point’s silhouette scores are displayed on the

silhouette analysis plot, showing the way each one fits into the cluster to which it

was assigned. The range of a silhouette score is from −1 to 1: A clustering allocation

with an average of +1 is considered successful, whereas one with a value of 0 is

considered unclear. A good clustering solution has most data points near +1, denoting

clearly defined clusters, whereas a not-good clustering solution has values close to 0 or

negative values, signifying overlaps or incorrect assignments. By finding the clusters

with the greatest average silhouette score representing the most distinct and well-

separated, the plot aids in determining the ideal number of clusters. It sheds light on

how the quality of clustering and cluster numbers are traded off.
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Experimental setup. We have used the proposed model and the clustering technique

in the Anaconda edition of Python 3.7 on Windows 10 PC with an Intel Core i5

CPU (2.0GHz) and 4GB of RAM and 64-bit operating system, x64-based processor.

In addition to sklearn, metplotlib, the pandas are also used for reading data and

visualizing it graphically. We enhanced a Python module of our model to allow for

simple code implication. The experiment was conducted within Jupyter Notebooks,

using its open-source libraries to speed up and simplify the development process.

Datasets. For our experiment, we have taken two benchmark datasets that are freely

available. These datasets are collected from the surveys. These datasets can be down-

loaded from Kaggle, a website with modeling and analysis competitions where data

miners compete to create the most effective models using data posted by businesses,

researchers, and other users. The following datasets are taken:

• Dataset I: Entrepreneurial Competency Survey.

• Dataset II: Breast Cancer Survey.

5.1. Dataset I: entrepreneurial competency survey

We have collected a dataset [28] to accomplish insightful information about the con-

nection between university students’ entrepreneurial habits. This survey aimed to

gather data for the students’ entrepreneurial propensities levels. Two hundred nine-

teen responses from survey respondents who were university students make up the

dataset we used for this study. Different abbreviations are used for the dataset. These

are briefly listed in Table 2.

Table 2
Abbreviation used for Education Sector and Features

Education Sector Abbr. Features Abbr.

Art, Music or Design AMD Age A1

Economic Sciences, Business

Studies, Commerce and Law
ESBSCL Perseverance A2

Engineering Sciences EC DesireToTakeInitiative A3

Humanities and Social Sciences HSS Competitiveness A4

Language and Cultural Studies LCS SelfReliance A5

Mathematics or Natural Sciences MNS StrongNeedToAchieve A6

Medicine, Health Sciences MHS SelfConfidence A7

Others OT GoodPhysicalHealth A8

Teaching Degree (e.g., B.Ed) TD

5.1.1. Dataset description

This dataset, which has two hundred nineteen instances, comprises nine features

in the form of attributes, i.e., Age (A1), Perseverance (A2), DesireToTakeInitia-

tive (A3), Competitiveness (A4), SelfReliance (A4), StrongNeedToAchieve (A6),
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SelfConfidence (A7), GoodPhysicalHealth (A8), and EducationSector. Age is the nu-

merical data. Perseverance, DesireToTakeInitiative, Competitiveness, SelfReliance,

StrongNeedToAchieve, SelfConfidence, and GoodPhysicalHealth are in ordinal data.

EducationSector is categorical data.

5.1.2. Statistical analysis

All these features and their overall and attribute-wise mean and standard deviations

received from the survey are given in Table 3.

Table 3
Overall and Attribute-wise mean and standard deviations of Original Survey Data

Education Sector
Attributes

A1 A2 A3 A4 A5 A6 A7 A8

AMD
Mean 20.33 3.19 3.38 3.43 3.57 3.76 3.67 3.38

StdDev 1.21 1.01 1.40 1.22 1.14 1.23 1.17 1.25

ESBSCL
Mean 19.56 3.38 3.72 3.47 3.75 4.09 3.56 3.63

StdDev 1.64 0.96 1.04 1.09 0.94 1.04 1.09 1.32

ES
Mean 19.74 3.38 3.72 3.72 3.81 4.02 3.62 3.61

StdDev 1.23 1.01 1.02 1.02 0.98 0.90 1.10 0.99

HSS
Mean 19.60 3.40 3.60 3.00 4.00 3.80 3.60 3.60

StdDev 0.80 0.80 1.02 1.41 1.10 0.98 1.02 1.02

LCS
Mean 19.00 3.00 5.00 3.00 3.00 5.00 5.00 2.00

StdDev 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

MNS
Mean 18.75 3.00 3.25 3.25 2.25 3.00 3.25 3.75

StdDev 1.17 0.89 1.50 0.98 1.20 1.21 0.81 1.21

MHS
Mean 19.60 3.40 3.20 3.40 3.90 3.60 3.50 3.70

StdDev 1.20 1.20 1.66 1.56 1.22 1.36 1.28 1.27

OT
Mean 20.00 3.25 3.35 3.45 3.45 3.35 3.30 3.30

StdDev 0.95 0.83 1.28 1.02 1.07 0.96 1.05 0.95

TD
Mean 19.00 4.00 3.67 3.67 3.67 4.00 3.33 3.67

StdDev 0.82 0.82 1.25 1.25 1.25 0.82 1.70 1.25

Overall
Mean 19.75 3.35 3.62 3.59 3.72 3.91 3.58 3.56

StdDev 1.29 0.99 1.15 1.11 1.05 1.02 1.12 1.10

Survey data is augmented with the help of the proposed data augmenta-

tion techniques (Algorithm 1) to increase the size of the dataset. Table 4 shows

the augmented dataset’s overall and attribute-wise mean and standard deviations,

with 1676 instances.
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Table 4
Overall and Attribute-wise mean and standard deviations of Augmented Survey Data

Education Sector
Attributes

A1 A2 A3 A4 A5 A6 A7 A8

AMD
Mean 20.48 3.23 2.70 3.11 3.43 3.89 3.95 3.48

StdDev 1.31 1.04 1.39 1.25 1.07 1.05 1.21 1.31

ESBSCL
Mean 19.53 3.27 3.01 3.05 3.56 4.07 3.93 3.55

StdDev 1.55 0.90 1.37 1.10 0.87 0.91 1.14 1.29

ES
Mean 19.70 3.41 2.89 3.36 3.65 4.06 3.98 3.65

StdDev 1.18 0.98 1.30 1.15 0.94 0.76 1.08 0.96

HSS
Mean 19.73 3.45 2.95 2.64 3.64 3.73 3.82 3.64

StdDev 0.86 0.78 1.30 1.23 1.07 0.86 1.11 0.98

LCS
Mean 19.00 3.00 3.50 2.67 3.00 4.67 5.00 2.00

StdDev 0.00 0.00 1.19 0.47 0.00 0.47 0.00 0.00

MNS
Mean 18.50 3.00 3.25 3.00 2.40 3.20 3.60 3.80

StdDev 1.28 1.00 1.24 1.10 1.20 0.98 0.80 0.98

MHS
Mean 19.50 3.44 3.11 3.06 3.78 3.56 3.67 3.72

StdDev 1.38 1.12 1.33 1.47 1.08 1.17 1.20 1.15

OT
Mean 20.08 3.37 2.99 3.08 3.42 3.61 3.87 3.42

StdDev 1.01 0.78 1.31 1.06 0.91 0.81 1.10 0.94

TD
Mean 18.71 4.00 2.71 3.14 3.43 4.00 3.71 3.57

StdDev 0.70 0.93 1.46 1.36 1.18 0.76 1.75 1.40

Overall
Mean 19.74 3.37 2.92 3.22 3.56 3.96 3.94 3.59

StdDev 1.28 0.96 1.32 1.18 0.99 0.88 1.12 1.07

Error bar line graphs. Error bar line graphs are used to visualize and analyze data and

provide essential insights into a dataset’s consistency and variability. The distribu-

tion of the data around the mean value is revealed by these graphical representations,

which aid in determining the relevance of the gathered data. The size of the error bar

line graphs, which are frequently represented by standard deviation, effectively con-

veys how far a given data point deviates from the mean. A small standard deviation

bar denotes minimal variability and a higher degree of confidence in the correctness of

the data. It also indicates that the data points are closely grouped around the mean.

On the other hand, a bigger standard deviation bar highlights greater variability and

maybe more uncertainty by showing a wider range of data points away from the mean.
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The comparison for the original and augmented data error bar line graphs is

shown in Figure 3. This shows the attribute-wise comparison. The blue lines are

for the original dataset, and the red lines are for the augmented dataset. In most

attributes, the overlapping area shows that the augmented dataset does not deviate

from the original data. This process can access the augmented dataset as a large

population. And the inferences from the augmentation process we get are the more

generalized inferences to make decisions.

Figure 3. Error bar line graphs for Entrepreneurial Competency survey
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5.1.3. Clustering results

We explore our experiment in three parts. In the first part, we considered the original

dataset. First, we preprocessed the dataset and separated numerical and ordinal type

attributes from the dataset. Then we apply the K-means algorithm for two to nine

clusters on the original dataset collected from the survey.

As we have only two hundred nineteen instances in the dataset. So in the sec-

ond part, we apply the data augmentation techniques to have a proper number of

instances. In this manner, we will have sufficient instances and expect to get better

inferences through clustering. In the third part, we convert the numerical data to the

ordinal data according to Gaussian distribution. After unification, we again apply

the K-means algorithm to find the clustering behavior.

In Figures 4, 5, and 6, we have a Silhouette Analysis plot on original, augmented,

and unified datasets, respectively. The measurements are shown on two to nine clus-

ters using the K-means algorithm. The resulting plot displays the mean silhouette

score for every single clustering solution and the silhouette scores for each cluster

data point. High silhouette scores for every point of data and an elevated average

silhouette score are desirable as they demonstrate that the data points are correctly

segregated and clustered.

Figure 4. Silhouette analysis plots for original dataset clustering
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Figure 5. Silhouette analysis plots for augmented dataset clustering

Figure 6. Silhouette analysis plots for unified dataset clustering
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5.1.4. Result analysis

In Figure 7, the average Silhouette scores and Calinski-Harabasz indices are shown

for the three datasets: one is the original, the second dataset is the one after the

augmentation dataset, and the third one is the dataset after unification on three to

nine clusters; these scores suggest that higher scores at the same number of the cluster

have more data points that were successfully divided into different clusters which are

similar inside and distinct from one another.

Figure 7. Performance metrics

For example, in Figure 7, at cluster nine, we have Silhouette scores of 0.1397 for

the original dataset, 0.1651 for the Augmented dataset, and 0.1746 for the Unified

dataset. This means efficiency is improved in clustering after augmentation and uni-

fication. The Calinski-Harabasz index considers both the distance between clusters

and the compactness of each cluster. The index is higher at each cluster after, one

by one, augmentation and unification. Figures 4, 5, and 6 are the complete measure-

ment of Silhouette scores for each data point in each cluster, as well as the average

silhouette score for the entire clustering of original, augmented, and unified dataset.

These outcomes show that the clustering procedure has successfully assigned

each response to the cluster most closely resembling its features. It produces well-

defined clusters with internally comparable replies and clear distinctions between

other groups. So, the inferences from these datasets are shown in Table 5. We collected

more generalized inferences by ML technique, augmentation.

Table 5
Selected Features for Entrepreneurial Competency

Dataset
Inferences

(Competency Factors)

Original Dataset StongNeedtoAchieve, Desireto TakeInitiative

Augmented Dataset StongNeedtoAchieve, DesireTo TakeInitiative, Self Confidence

Unified Dataset StongNeedtoAchieve, DesireTo TakeInitiative, Self Confidence
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5.1.5. Runtime analysis

As shown in Figure 8, the state-of-the-art, SOM takes a longer time to train, par-

ticularly for big and high-dimensional datasets. It depends on the variables like the

amount of data, the network, and the quantity of training iterations [4]. The size and

density of the dataset affect how long DBSCAN takes to run. It may be less effective

on large datasets, but it works well on datasets with different cluster densities [31].

That is why, we got higher runtime in our dataset available in Figure 8. Our method-

ology with K-means: among the three, the K-means is frequently the quickest. The

convergence speed, which is determined by the start centroids and data distribution,

might, however, affect the actual time.

We assess the runtime of the Entrepreneurial Competency dataset in the following

Figure 8 for these three techniques at various cluster counts. We used the running

time in seconds for SOM and our methodology while we used a logarithmic scale of

time for DBSCAN techniques. It can be seen that the proposed technique performs

better than the SOTA methods.

Figure 8. Runtime comparision for Entrepreneurial Competency survey

5.2. Dataset II: breast cancer survey

Next, we have taken a benchmark breast cancer survey dataset for this case study.

In this dataset, there are six hundred ninety-nine responses. The dataset values are

ordinal. We considered nine features for our study. The dataset, made up of clinical

cases Dr. Wolberg documented, is distinguished by the data’s arrival time. The

dataset attempts to make it easier to forecast the occurrence of breast cancer. An

individual code number that serves as an identification for each sample represents it.

The features of each sample are then described using a set of Nine attributes. These

characteristics include numerical measurements with a range of one to ten.
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5.2.1. Dataset description

The survey aimed to gather data on Breast Cancer prediction. The dataset we used

for this study comprises six hundred ninety-nine responses from survey respondents.

Different abbreviations are used for the dataset. These are briefly described in Ta-

ble 6. It is compassing attributes such as Clump Thickness (B1), Uniformity of Cell

Size (B2), Uniformity of Cell Shape (B3), Marginal Adhesion (B4), Single Epithelial

Cell Size (B5), Bare Nuclei (B6), Bland Chromatin (B7), Normal Nucleoli (B8), and

Mitoses (B9). In combination, these characteristics capture crucial cell behavior

and morphology features that point to probable malignancy. The construction and

assessment of breast cancer prediction models are therefore made possible by the

extensive set of features with associated diagnostic labels provided by this dataset.

Table 6
Abbreviation used for Breast Cancer survey

Features Abbr.

Clump Thickness B1

Uniformity of Cell Size B2

Uniformity of Cell Shape B3

Marginal Adhesion B4

Single Epithelial Cell Size B5

Bare Nuclei B6

Bland Chromatin B7

Normal Nucleoli B8

Mitoses B9

5.2.2. Statistical analysis

The mean values and standard deviations of these features in original and after ML

techniques, augmented data are given in Table 7.

Table 7
Features and their corresponding mean values and standard deviation

Dataset
Attributes

B1 B2 B3 B4 B5 B6 B7 B8 B9

Original data
Mean 4.42 3.13 3.21 2.81 3.22 3.54 3.44 2.87 1.59

StdDev 2.81 3.05 2.97 2.85 2.21 3.64 2.44 3.05 1.71

Augmented data
Mean 4.02 2.98 3.16 2.95 3.40 3.80 3.84 3.39 2.42

StdDev 2.35 2.88 2.76 2.73 2.13 3.51 2.55 3.26 2.85

Error line bar graphs. Earlier, we mentioned the error line bar graphs in Subsec-

tion 5.1.2. Here we give some information on the Breast Cancer survey dataset.

Figure 9 compares the original and augmented data error Line Bar Graphs. The com-

parison of attributes is also demonstrated here. The red lines represent the augmented

dataset, and the blue lines represent the original dataset. The overlapping region for

most attributes demonstrates that the enhanced dataset does not diverge from the
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original data. This technique allows access to the enormous population of the ex-

panded dataset. The inferences we draw from the augmentation process are those

that are more broadly applicable to a significantly large population.

Figure 9. Error line bar graphs for Breast Cancer survey

5.2.3. Clustering results

We break up our investigation into two sections. We use the original dataset in

the first section. The dataset was initially preprocessed and then characteristics of the

ordinal type were extracted. The original dataset gathered from the survey is then

subjected to the K-means method for two to nine clusters. Since the dataset has 699

occurrences only, we use the proposed data augmentation techniques (Algorithm 1)

in the second section to have the right number of instances. In this way, we will

have enough examples and may use clustering more effectively to draw more accurate

conclusions. To learn more about the behavior of the clustering, we employ the

K-means technique. The K-means technique displays the measurements on two to

nine clusters. The resultant figures show the silhouette scores (see Fig. 10) for each

cluster data point and the mean silhouette score for each clustering solution.

Figure 10. Performance metrics

Every data point should have a high silhouette score, and the average silhouette

score should be high since these metrics show that the data points are appropriately

grouped and clustered (see Fig. 11, 12).
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Figure 11. Silhouette analysis plots for clustering of the original dataset

Figure 12. Silhouette analysis plots for clustering of the augmented dataset
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5.2.4. Result analysis

The results demonstrate that each response was effectively allocated to the cluster

that best matched its characteristics. This resulted in well-defined clusters with in-

ternally similar responses and noticeable differences between groups. Therefore, the

conclusions drawn from these datasets are displayed in Table 8. We utilized the ML

approach of augmentation to acquire more generalized inferences.

Table 8
Selected features for the Breast Cancer survey data

Dataset
Inferences

(Selected Features)

Original Dataset Bare Nuclei, Clump Thickness

Augmented Dataset Bare Nuclei, Clump Thickness, Uniformity cell size, mitoses

5.2.5. Runtime analysis

We have mentioned the runtime analysis for the SOM and DBSCAN in Subsec-

tion 5.2.5. In the following Figure 13, we measure the runtime of the Breast Cancer

Survey dataset for these three approaches at different cluster counts. For the SOM

and the proposed methods, we take runtime in seconds; for DBSCAN techniques, we

use the logarithmic scale for time. We may conclude that our strategy outperforms

the SOTA techniques.

Figure 13. Runtime comparision for Breast Cancer survey

5.3. Discussion

The results obtained with the proposed method suggest that the quality and depend-

ability of inferential findings for a large population from a small population can be

improved using augmentation and unification procedures. By extending the existing

data with methods such as mean and standard deviation, augmentation improves the

dataset’s representativeness. Augmentation lowers the chance of bias and improves

the generalizability of the inferences made from the analysis. On the other side,
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unification refers to combining numerical and ordinal datasets. Unification enables

the fusion of many viewpoints and data modalities. Insightful findings, more reliable

forecasts, and more precise modeling can result from this.

Scalability. We have proposed three algorithms in this paper. If we consider fewer

attributes, the time complexity of the augmentation and unification algorithms is

nearer to linear; however, while applying K-means, it may be quadratic complex-

ity and needs to be addressed for scalability. On the other hand, DBSCAN is of

quadratic complexity which may also need to be addressed [14]. Since DBSCAN, de-

spite quadratic complexity is made scalable; the proposed algorithms lie in between

linear to quadratic and could be made better scalable. This is an area of future work.

In Subsection 4.5, we have discussed computational complexity, which is polyno-

mial between linear and quadratic for both, the augmentation and unification algo-

rithms, and it is very obvious that as the scaling happens the time increases. So, it

is crucial to manage the resource demands.

Presence of outliers. We have presented two algorithms, DAUG for data augmen-

tation and UFDM for unification. In both algorithms, the presence of outliers may

occur at two stages, one, at the raw data stage, and second, in the outputs of the

involved processing techniques.

Raw ordinal data, which is bounded by a few labels, leaves no scope for outliers.

However, numerical attributes are prone to outliers, though this could be handled

using normalization techniques, such as Z-score. If we have ordinal values we may

use the median centering instead of mean [19].

However, in the second stage, the K-means algorithm is prone to outliers. It is

well known that K-means performs inappropriately when there are outliers present

and is sensitive to their existence. A robust multi-view K-means method with outlier

detection to remove the class outliers and attribute outliers can be applied [13]. To

inherit the effectiveness of the classical K-means algorithm, with a low time com-

plexity these methods are applied. This is the direction that this work will take

going forward.

However, it is crucial to remember that the effectiveness of these strategies de-

pends on choosing the techniques for the appropriateness of the augmentation and

unification methods used.

6. Conclusion

In this work, we proposed our approach into two steps and applied the K-means

clustering algorithm at each step. We first apply the augmentation technique to gen-

erate enough instances to incorporate the richness of data. We measure the deviation

of augmented data from original data with descriptive statistical measures. The re-

sults are compared for every attribute so that we can employ our method suitable

for considering the whole population. The overlapping region for most attributes
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demonstrates that the enhanced dataset does not diverge much from the original

data. This technique allows access to the huge population of the expanded dataset.

The inferences we draw from the augmentation process should also apply to larger

survey sizes, however, this is the future direction of the work. Next, we performed

the clustering and measured its effectiveness in every aspect. We have used many

efficiency metrics for clustering. We included performance metrics like Silhouette’s

scores, Calinski Harabasz Index, and Silhouette Analysis Plots. The resultant outputs

enhanced average and high silhouette scores for each data point show that the data

points are appropriately grouped and clustered. Similar to the low Calinski-Harabasz

index, the high Calinski-Harabasz index gives well-defined clusters with internally

similar responses and apparent distinctions between other groups. It also indicates

the distance between clusters and the compactness of each cluster. After augmenta-

tion, some numerical attributes may be present in the dataset. So in our next step, we

unified the dataset and converted it into the ordinal dataset. This process also helps

in generalizing the results of the inferences. After each step, we apply the K-means

clustering algorithm and compare the clustering efficiency metrics at different num-

bers of clusters. Our proposed method shows that efficiency is improved in all such

cases. At last, we come to the generalized inferences part. The outcome of both

datasets is the selection of the most effective attributes for deciding whether to find

the entrepreneurial competency or factors governing breast cancer. Such improved

results give better inferences for decision-making. In the future, we would like to use

high-dimensional attribute space.
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EFFICIENT SELECTION METHODS
IN EVOLUTIONARY ALGORITHMS

Abstract Evolutionary algorithms mimic some elements of the theory of evolution. The
survival of individuals and the ability to produce offspring play significant roles
in the process of natural evolution. This process is called natural selection.
This mechanism is responsible for eliminating weaker members of the popula-
tion and provides the opportunity for the development of stronger individuals.
The evolutionary algorithm, an instance of evolution in the computer envi-
ronment, also requires a selection method – a computerized version of natural
selection. Widely used standard selection methods applied in evolutionary al-
gorithms are usually derived from nature and prefer competition, randomness,
and some kind of “fight” among individuals. But the computer environment
is quite different from nature. Computer populations of individuals are typi-
cally small, making them susceptible to premature convergence towards local
extremes. To mitigate this drawback, computer selection methods must in-
corporate features distinct from those of natural selection. In the computer
selection methods randomness, fight, and competition should be controlled or
influenced to operate to the desired extent. This work proposes several new
methods of individual selection, including various forms of mixed selection, in-
terval selection, and taboo selection. The advantages of incorporating them
into the evolutionary algorithm are also demonstrated, using examples based
on searching for the maximum α-clique problem and traditional Traveling Sales-
man Problem (TSP) in comparison with traditionally considered highly efficient
tournament selection, deemed ineffective proportional (roulette) selection, and
other classical methods.
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1. Introduction

In the evolution of living creatures, the process of natural selection is the primary
force guiding gradual changes in their genomes across consecutive generations and
contributing to their development. The process of natural selection is not a sin-
gle mechanism, it consists of several different elements overlapping each other, with
some parts being deterministic and others random. The superposition of these fac-
tors affects the success of the individual. The sum of these successes of individu-
als gives a higher level of development of the total population and species. Hence,
the selection can be compared to the strainer filtering out the weakest organisms
(in any case the most likely eliminates individuals weaker than the better), thereby
enabling the survival of the best features and the accumulation of these traits in
subsequent generations.

In a natural environment, it is difficult to say to what extent the content of the
genetic code of the individual determines the success of the development. Probably in
simple organisms, it matters the most, in higher organisms, which have the ability to
learn, the direct influence of their genes is smaller, but of course, the learning ability
in some way comes from what is written in the DNA of the organism. Therefore,
one can observe the phenomenon in which the future of individuals and species is
influenced not only by genetic predisposition but also the skills acquired during indi-
viduals’ lifetimes. Unfortunately, this feature of living organisms is still weakly used
by evolutionary algorithms, although this is certainly a very promising opportunity,
developed in memetic algorithms [12] and agent systems. Certainly, the combination
of these features in the memetic or evolutionary-agent systems has a great future.

During the early development of genetic or evolutionary algorithms, much atten-
tion was devoted to mimicking processes observed in natural evolution [11]. However,
applying pure natural selection in computer environment is not possible. Concepts
such as strong competition among individuals, randomness, and the fight for survival
have given rise to several traditional selection methods used in evolutionary compu-
tations (proportional or roulette wheel selection, tournament selection).

However, such an approach, in the case of rather small populations of individ-
uals with which users are dealing in evolutionary algorithms, is often inefficient and
leads to their premature convergence to local extremes or do not use the potential
inherent in the method of evolution, significantly slowing down the computations.
Depending on the method of selection, the algorithm easily falls into either of two
disadvantages: the best individuals dominate the entire population and a significant
slowdown or blockage of the evolution due to the small diversity of the population (too
high selection pressure) or on the other side the exploration of new areas is strong,
but promising solutions live too short to find near-optimal solutions (the selection
pressure is too weak).

Thus, it can be seen that the selection in the computer environment must operate
quite differently than natural selection [17]. Since a universal computer selection
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method cannot be found, there is certainly a need to choose a method from existing
ones or even develop a method, depending on the specifics of the problem being
solved. Furthermore, some researchers consider the selection as one of the genetic
operators. Unless there is no doubt that the set of genetic operators should be tailored
to the specifics of the solved problem, spreading this idea concerning selection is
usually challanging.

Accordingly, the most frequently used are quite typical and basic methods, while
it would be possible to obtain much better results using a little more sophisticated
methods: adaptive or a method in which the selection is disguised as another mech-
anism, e.g., the lifetime of an individual [2], etc.

This paper is a continuation of research, presented in [17] with several new selec-
tion methods developed from that time. Although there are some theoretical methods,
that describe properties of selection methods (Section 2), empirical experiments which
show their behavior are also very important (Section 5). Sections 3 and 4 provide
detailed descriptions of the discussed selection methods.

2. Properties of selection methods

Selection in evolutionary algorithms is characterized by the concept of selective pres-
sure. It is difficult to strictly define this notion. Mostly, it is described using coef-
ficients, the values of which were estimated for some selection methods. However,
these factors never fully reflect the nature of the method. So far, all assessments
of the suitability of selection methods have been verified experimentally to observe
their performance.

This is due to the absence of an adequate mathematical framework that could
explain the theory and methods of operation of evolutionary algorithms, showing
how the selection method affects the convergence of the algorithm to the optimum
or sub-optimum.

In addition, evolutionary selection is not the only force targeting calculations
for more sophisticated evolutionary algorithms. Similar or even greater importance
may lie in specialized genetic operators enriched with the knowledge of the task to be
solved or adapted from simple methods of local optimization, often used in advanced
evolutionary algorithms and memetic algorithms.

Goldberg and Deb [10] proposed a measure of selective pressure called the
takeover time, representing the number of generations τ needed to fill the entire
population of solutions with the best copies of the same individual in the absence of
modification by genetic operators (assumed to preserve a copy of the best individual
to prevent accidental extinction). Unfortunately, for many of the more complicated
selection methods, estimating this time analytically is challenging. Even if it could
be calculated, it may be difficult to precisely assess the properties of the particular
selection method looking only at its value of τ .
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Another coefficient measuring selection characteristics is called selection inten-
sity – I [13], defined as follows:

µt+1 = µt + I · σt (1)
where:

µt, µt+1 – mean values of the population fitness function values before and after
selection,

σt – the standard deviation of the population fitness function before se-
lection.

This factor was defined for the theoretical study aiming to assess the convergence
of selection methods.

Another method for assessing selection is the concept of genetic drift, as pre-
sented for instance, in [15]. Genetic drift is a phenomenon observed in evolutionary
algorithms, which depends on changing frequencies of genes in the population, conse-
quently leading to the convergence of the population to identical solutions. Genetic
drift is defined as follows:

r =
E(σ′)

σ
(2)

where:
r – the genetic drift coefficient,

E(...) – a symbol of the expected value,
σ′ – the standard deviation of the population fitness function after selection,

and σ before selection.
The selection variance [5] is a factor easier to determine than the genetic drift

in practical computer simulations, describing properties of selection in evolutionary
algorithms:

V =
σ′2

σ2
(3)

where:
V – the selection variance coefficient,

E(...) – a symbol of the expected value,
σ′ – the standard deviation of the population fitness function after selection,
σ – the standard deviation before selection.

The selection of individuals typically results in the loss of diversity within the
descendant population. This is rather a harmful phenomenon in relatively small
computer populations, especially big levels of loss of population diversity. The loss of
diversity factor can also serve as a measure of selection properties [5, 6]:

pd =
N − |P (t) ∩ P (t+ 1)|

N
(4)

where:
pd – the measure of loss of diversity,
N – the cardinality of the population,

P (t), P (t+ 1) – populations before and after selection.
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Loss of diversity in the population as a result of selection action can be minimized
using non-standard methods especially designed to obtain that aim. Several of them
are presented in the section 3.1. Additionally, a simple parameter indicating the level
of the population diversity can be introduced. It is the number of different solutions in
the population in proportion to the population cardinality – before and after selection.
The notion “different solutions” means different in encoded solutions, not only different
in the values of the fitness function, because the same values of the fitness function
may characterize completely different solutions. The similarity factor in this case is
a difference in at least one encoded position1 (one bit, one city, one graph node, ...,
for the real-number problem it can be some vicinity of a given point). Therefore, it
is possible to analyze population diversity before and after selection:

sb =
Ndb

Nb
(5)

sa =
Nda

Na
(6)

where:
sb, sa – measures of the population diversity before and after selection,

Nb, Na – the cardinality of the population before and after selection,
Ndb, Nda – numbers of different solutions (encoding different points in the prob-

lem’s space) in population before and after selection.

3. Standard selection methods

While numerous selection methods have been invented and can be considered stan-
dard, two of them stand out as particularly important: the proportional or roulette
wheel method (the first to be used and theoretically analyzed) and tournament se-
lection (known for its excellent practical properties and frequently employed in the-
oretical research). However, it’s worth noting that the remaining methods are also
applied in practice and, at times, in theory.

3.1. The proportional or roulette selection

It is one of the oldest selection methods used in genetic algorithms. Every individual
in the parent population can have an offspring with a probability proportional to the
value of its fitness function. In other words, the probability of selecting each individual
is equal to the ratio of the value of its fitness function to the sum of the fitness values
for the entire population. Consequently, the probability of selecting the individual
and the expected value of descendants for that individual can be expressed using the
following formulas:

pl(t+ 1) =
Fl(t)∑µ+λ

j=1 Fj(t)
(7)

1Of course, it is possible to use a stronger similarity criterion with more than one difference in
the encoded solution.
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Enl(t+ 1) =
µ ∗ Fl(t)∑µ+λ
j=1 Fj(t)

(8)

where:
pl(t+ 1) – the probability of selection of the l-th individual to the descendant

population l ∈ 1, ..., µ+ λ,
Enl(t+ 1) – the expected value of descendants of the l-th individual,

l ∈ 1, ..., µ+ λ,
µ – cardinality of the parent population,
λ – cardinality of the descendant population,

Fl(t), Fj(t) – values of fitness functions for the l -th (j -th) individual.

As it has been stated in some works, this method of selection is proper only for
theoretical purposes. The real application of it is rather useless because there are
better methods, especially the tournament selection [23].

3.2. The deterministic roulette (or proportional) selection method

The deterministic roulette method is a modified proportional selection in which ran-
domness has been eliminated2. Additionally, some scaling skills have been introduced
to improve obtaining integer and proper numbers of offspring individuals (the number
of offspring should be equal or close to µ).

An individual from the parent population obtains a number of offspring by round-
ing the ratio of the value of its fitness function to the average value of the fitness
function for the entire population to the nearest integer (or integer part), multiplied
by the population’s cardinality (9). The resulting values are scaled again using a sim-
ilar ratio to minimize errors in the approximation of offspring cardinality. If there is
depletion despite the occurrence, it is populated with the best individuals that have
not entered the population or those with the highest discard fractions. The excess
is disposed of by removing the appropriate number of the worst-selected individuals.

nl(t+ 1) = f

( (µ+λ)·Fl(t)∑µ+λ
j=1 Fj(t)

· µ∑µ+λ
i=1 f( Fi(t)·(µ+λ)∑µ+λ

k=1 Fk(t)
)

)
(9)

where:
nl(t+ 1) – the number of offspring of the l-th individual in the descendant

population, where l ∈ 1, ..., µ+ λ,
f(...) – a function that converts the actual floating point result to inte-

ger value,
µ – the cardinality of the parent population,
λ – the cardinality of the descendant population,

Fl(t), Fj(t) – values of fitness functions for the l-th (j-th) individual.

2This method is very similar to the selection by stochastic remainder method with repetitions
where the remaining vacant fractional parts of individuals in the population are supplemented ac-
cording to the proportional selection.
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3.3. The tournament selection

This selection method operates as follows. First, a random collection of a few indi-
viduals (greater than one, less than the total population number) is selected, then
one of them with the best value of fitness function wins. Individuals are drawn to the
tournament among the entire population with equal probability. The most commonly
used is a variant in which the two individuals are drawn and to the descendant popu-
lation the best one is selected, but in the general case, the size of the tournament can
be any number (not bigger than the population size), and the best individual from
the selected ones is copied to the descendant population. The draw is carried out as
many times as there are free places for individuals in the descendant population. The
probability of selecting an individual in this method is expressed by formula (10), and
the expected number of individuals by formula (11) (based on [3]):

pl(t+ 1) =
(µ+ λ− l + 1)k − (µ+ λ− l)k

(µ+ λ)k
(10)

E(nl(t+ 1)) = µ · (µ+ λ− l + 1)k − (µ+ λ− l)k

(µ+ λ)k
(11)

where:
pl(t+ 1) – the probability of choosing the l-th individual to the new parent

population, where l ∈ 1, ..., µ+ λ,
E(nl(t+ 1)) – the expected number of copies of the l-th solution in the descen-

dant population, where l ∈ 1, ..., µ+ λ,
µ – the cardinality of the parent population,
λ – the cardinality of the descendant generation,
k – the size of the tournament.

Contrary to the proportional selection, this method is widely used for both prac-
tical and theoretical purposes.

4. Investigated selection methods

4.1. A histogram selection

This method is a result of searching for an algorithm of selection with a high ability
to maintain the population diversity while preserving the selective pressure of popu-
lation growth, as presented in [17]. The version presented below is a slightly modified
variant and it is also used as an element of new methods described later in this work.

The first step of this method’s operation involves distributing the population
based occurring values of the fitness function, hence its similarity to create a his-
togram and its name. There are two possible variants of performing this step. One
ignores solutions with values of fitness function the same as just included in the list.
However, quite often it happens that in the population there are also solutions with
the same values of the fitness function, but representing completely different solutions.
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Ignoring this fact constitutes a significant simplification of the problem and may re-
sult in a considerable loss of population diversity. A good solution to this problem
requires a comparison of encoded representations of individuals with the same values
of fitness functions, and such a mechanism is applied in the considered histogram
selection. A proper way to detect such situations remarkably depends on the method
of encoding solutions and in many cases can be quite complicated if the encoding
method used is ambiguous (several different individuals may encode the same solu-
tion). For instance, to solve an instance of the TSP (Traveling Salesman Problem)
using EA where a list of visited cities is treated as a solution encoding, several lists
may seem not similar at first glance but may encode the same solution, differing the
starting point or the travel direction.

Thus, it is necessary to adopt a metric in the domain of coded solutions and
accept certain criteria to distinguish solutions. Generally, in the case of binary or
integer encoding it can be assumed that the solutions are different if they differ in at
least one position. It is possible, however, to assume identical solutions which differ
to a greater extent. In the case of real number encoding, it is necessary to apply
a certain minimum distance between the solutions below which they are considered
to be identical. It would be a factor similar to the crowding factor, widely used in EA.

Regardless of the method used (whether comparing solutions or not), the ob-
tained list of selected individuals is usually shorter than the list of individuals in
the parent population (s ≤ µ + λ or s ≤ λ), depending on the population devel-
opment strategy due to possible repetitions of the same solutions in the population.

The second step of histogram selection can also be executed in two ways. The
first considered version can be used as an independent selection method and is char-
acterized by a relatively low level of selection pressure. Each individual from the
list passes to the offspring population the number of individuals that results from
rounded to the nearest integer ratio of its value of fitness function to the average of
the fitness function for the list, multiplied by population size. This is illustrated by
Formula (12). In this formula, a scaling mechanism is used to minimize rounding
errors. If, despite this, the size of the descendant population is greater or less than
the expected number of individuals, the population is replenished using the best in-
dividuals who have not yet entered the new generation, or the proper number of the
weakest among the selected individuals is removed.

nl(t+ 1) = f

(
s · Fl(t)∑s

j=1 Fj(t)
· µ∑s

i=1 f(
Fi(t)·s∑s
k=1 Fk(t)

)

)
(12)

where:
nl(t+ 1) – the number of offspring, copies of the l-th solution from the list in

the descendant population, where l ∈ 1, ..., s,
f(...) – a function that implements one method of converting the real value

result to an integer value, it can be either round – which approxi-
mates the actual value to the nearest integer or floor – rejecting the
fractional part of the calculated number of descendants,



Efficient selection methods in evolutionary algorithms 103

s – the number of different values of the fitness function (or better, different
genotypes) distinguished in the resulting list,

Fl(t) – the value of the fitness function for the l-th individual in the current
population.

In the second version of histogram selection (flat histogram selection), the sur-
vival of the fittest individuals from the prepared list of individuals is performed in this
step of the considered method. Thus, the descendant population is more diverse than
in the first version of the second step, since it does not contain repeated solutions
and even very good individuals are mentioned only once. This selection version has
very small selective pressure; it mainly strongly increases the population diversity and
rather cannot be used as an independent selection method but only as an auxiliary
method or some form of population preprocessing.

4.2. Mixed selection

The histogram selection gives good results in evolutionary computations, preventing
the too rapid convergence of the population, but it is characterized by a rather small
selection pressure on the population towards promoting the best individuals, much
smaller than the deterministic roulette method. It has a long or infinite time of
unification of the population. On the contrary, the deterministic roulette method
remarkably promotes the best solutions, but this leads to a rapid loss of population
diversity and premature convergence. The unification time of the population can be
estimated in this method as follows:

τ ⩽
ln(µ)

ln(1 + λ
µ )

(13)

where:
τ – time (number of generations or iterations) to fill the population with iden-

tical individuals, without affecting the evolutionary operators,
µ – parent population size,
λ – the size of the new generation.

A combination of advantages of both methods, compensating for their shortcom-
ings, can be achieved using a mixed selection. This idea was previously presented
in [17]. The mixed selection consists of two component methods with significantly
different properties: histogram selection (flat histogram selection or simple histogram
selection) which has the property of significantly increasing the diversity of the pop-
ulation, and the deterministic roulette, with a strong focus on promoting the best
individuals and thus decreasing the diversity of the population. These methods are
randomly selected and executed during the operation of the evolutionary algorithm.
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The probability of selection and performance of each method shows the formula (14):

phis(t+ 1) =


phis(t) · (1− a) for R(t) > 3 · σ(F (t))

phis(t) · (1− a) + 0.5 · a for R(t) ⩾ 0.5 · σ(F (t)) and R(t) ⩽ 3 · σ(F (t)

phis(t) · (1− a) + a for R(t) < 0.5 · σ(F (t))

R(t) = max(Fav(t)− Fmin(t), Fmax(t)− Fav(t))

pdet = 1− phis
(14)

where:
phis(t) – the probability of histogram selection,
pdet(t) – the probability of selection by deterministic roulette,

Fav(t), Fmin(t), Fmax(t) – average, minimum, and maximum values of the fit-
ness function in the population,

δ(F (t)) – the standard deviation of the population fitness
function.

If the set of values of the fitness function for the population is characterized by too
small standard deviation (δ(F (t))) in relation to the span of the fitness function values
(max(Fav(t)−Fmin(t), Fmax(t)−Fav(t))), then the desired operation is to increase in
the probability of histogram selection (third position in the formula (14)). Otherwise,
it desired to increase the probability of selection by a deterministic roulette method
(first position in formula (14)). If the parameters of the population are within the
range considered preferable, the probabilities of selection of both methods are nearly
equal (the second entry in the formula (14)). It should be noticed that the rule must
always be fulfilled: phis(t) + pdet(t) = 1, i.e., any of the methods must always occur.

4.3. Interval selection

This method is based on the division of the parental population into several subpopu-
lations. The criterion for the division are values of the fitness function of individuals.
At the beginning, a sorted list of individuals with different values of fitness function
in a population is created. In many cases, equal values of the fitness function may
characterize different solutions (individuals). This selection method deals with such
a case and additional items are created on the list, including different individuals with
the same values of fitness function. A whole range of values of this function occurring
is divided into some number of compartments. This number of compartments is one
of the parameters of the method. The most common distribution used in simulations
contains three subpopulations, with the following parameters:

• individuals assessed at 90–100% of the best value of the fitness function;
• individuals assessed at 50–90% of the best value of the fitness function;
• individuals assessed at 10–50% of the best value of the fitness function.

Each compartment is guaranteed a certain percentage of individuals that will
appear in the next parent population. Of course, the worse the interval of fitness
function values, the fewer should be a guaranteed percentage of the next parent pop-
ulation participation.
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Percentage distribution of the number of descendants for each compartment can
also be adapted to the requirements of the problem being solved. In the conducted
computer simulations, the best results were obtained using the following schedule:

• The first interval (the best individuals) receives 60% of the descendant popu-
lation.

• The second interval (average individuals) provides 30% of individuals of the de-
scendant population.

• The third interval (weakest individuals) receives 10% of the descendant popu-
lation.
The sum of all pools of the intervals forms the entire new population. The se-

lection of individuals that pass to the next population within a compartment may be
carried out in various ways. In the presented results of the computer simulations, the
selection of the best individuals was used, but of course, several well-known meth-
ods for instance tournament selection or other conventional methods, can be used.

The applied distribution of the parent population (the number of used compart-
ments and their percentage distribution) and allocated pools of seats to be filled in
the next population are method parameters and can be modified, not only a priori
but also during the algorithm run-time. With such modifications, it is possible to
change the profile of the desired descendant population and significantly modify the
properties of the method of selection of individuals.

It should be noted that this method is applicable in cases where the descen-
dant portion of the population (λ) is greater than the parent part (µ) or selection is
made from both parts (µ + λ) to have a suitable subject pool from which to select.

4.4. Selection with lifetime and taboo list

The problem of stagnation in the evolutionary computation after reaching a certain
level of solutions associated with the stagnation in local optima is widely known and
very difficult to control in evolutionary algorithms. There are many ways to deal
with this problem, from “killing” all parent individuals (even if are better than their
offspring) in non-elitist methods, through methods that allow continuous monitoring
of the diversity of the population and insert the newly drawn solutions to maintain
a high diversity of the population to controlled selection methods. The presented in
this point method is a kind of controlled selection, combining several previously used
solutions in different areas of artificial intelligence in one – a selection using the lifetime
of an individual and an array/list of taboo solutions. The lifetime of an individual
was already proposed in slightly different versions – as an equivalent of the selection
method in the EA with varying population sizes in the work Arabas [2]. The taboo list
is used in several versions of methods for solving optimization problems called taboo
search, where it is used to store a variety of information about the discarded for some
time solutions, their components, or methods of modification of solutions. This new
method of selection can best be characterized as follows: the method of selection
of individuals to the next parent population can be any previously known method



106 Jarosław Stańczak

of selection, while the proposed method is responsible for the initial preprocessing of
the population.

The creation of a new solution as a result of the random generation of the initial
population, or as an effect of reproduction using genetic operators, is associated with
giving it a certain value, which is a maximum lifetime in iterations (generations) of
the evolutionary algorithm. This value may depend on the quality of an individual,
but it is not required. It is not a guaranteed lifetime, the solution may eliminate
earlier the selection method used. During its lifetime, the solution can contribute
to the creation of new solutions, but maximally after its lifetime, it is eliminated
from the population and can be inserted into the taboo list. It enrolls solutions
with appropriate parameters: they must have good values of the fitness function
(in the range of 60–100% of the current best) and cannot be too similar to those
already on the list (in terms of content code of compared solutions). The issue of
assessing the similarity of solutions has already been mentioned while describing the
histogram selection, here it looks the same, but the similarity of solutions placed on
the taboo list has to be even more distant (in the Hamming sense, for instance).
It contains rather certain classes or patterns of similar solutions, i.e. not solutions
with differences in the one position, but bigger. It must be noticed that with the
taboo list also rejected solutions have a certain effect on the form of a population
of solutions because any solution that is too similar (in this case the differences of
similarity threshold may be smaller than when placed on the list) to the existing on
the taboo list is eliminated from the population, even if it is still “young”. The taboo
list is reset after finding the next best solution. The taboo list becomes active during
the stagnation of calculations. If evolutionary computations frequently lead to the
discovery of new and better solutions, the list remains inactive. This allows to “beat
in” the population from a local optimum if necessary, requiring no additional effect
and delay of the calculation, when it is not needed.

5. Properties of proposed methods in computer simulations

Theoretical formulas for coefficients measuring selection characteristics are rather
difficult to obtain for more complicated methods, although, there are some results
for standard ones [6, 10, 15, 16, 22]. Thus, a set of practical simulations can show
results obtained for the selection methods presented in this study, based on solved
computational problems. This method of properties investigation is not such universal
as derived formulas, but despite all, can tell a lot about the properties of proposed
selection methods.

5.1. Sample computational problems
for testing described selection methods

As a testing base, an evolutionary algorithm solving the maximum α-clique searching
problem has been chosen. An α-clique is a generalization of a clique notion. The clique
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in a graph is every complete subgraph of the whole graph. The complete subgraph is
a subgraph where all vertices have edges between them. For sparse graphs, cliques are
rather small and are too highly connected structures to find locally proper connected
centers, for instance, real transportation networks. Some kind of more flexible and
controllable structure would be better to divide the whole graph and find locally
interconnected structures. This elementary brick for graph partitioning could be an
α-clique. The α-clique is defined in [18] or [14]:

Let A = (V ′, E′) be a subgraph of graph G = (V,E), V ′ ⊆ V , E′ ⊆ E,
k = Card(V ′) and let ki be a number of vertices vj ∈ V ′ that vi, vj ∈ E′.

1. For k = 1 the subgraph A of graph G is an α-clique with desired value of α.
2. For k > 1 the subgraph A of graph G is an α-clique with the desired value of α

if for all vertices v ∈ V ′ fulfill the condition α ⩽ ki+1
k , where α ∈ (0, 1].

The α-clique is simply a subgraph, where all nodes are connected with not less
than α · 100% of all their nodes (the subgraph size), with α representing the desired
connectivity percentage. Of course, the α-clique with α = 1 is simply a clique.

From fundamental basic graph properties, it can be deduced that for α > 0.5

obtained α-cliques must constitute connected subgraphs. A connected (sub)graph is
a kind of graph, where for each pair of vertices there is a path (a continuous sequence
of edges) between them and this is the most interesting case because it is not good to
derive transportation centers (often called hubs) with isolated, not connected vertices.

Similarly to the clique case, also it can be useful to find the maximum α-clique in
a graph. It is a non-trivial task, practically harder than finding the maximum clique
problem (the problem of finding the maximum clique is NPH [1]), because not every
subgraph of α-clique with imposed α is an α-clique with the same value of α, very
often the value of α in a sub-α-clique is lower than in the whole α-clique. In the case of
the clique, all subgraphs of this clique are also cliques. Thus, it is difficult to prepare
a simple algorithm trying to find the biggest α-clique by adding nodes to the obtained
one, because one can never know how many and which of them must be added. In the
case of a clique, one doesn’t know only which one may be added, if it is possible to
make it bigger, but if it is possible, bigger cliques can be obtained by adding one new
vertex in one step. In the case of α-clique, this is often not possible. This fact means
that the majority of efficient approximate algorithms prepared to find the maximum
cliques cannot be extended to search for bigger or maximum α-cliques. Thus, it seems
justified to use the evolutionary algorithm to solve the problem, because this method
can do it efficiently.

As the second computational test problem, the widely known classical TSP was
considered. It was used only in several cases to show some interesting properties of
selection methods that led to the observation that properties of selection methods
also depend on the solved problem.
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5.2. Evolutionary algorithm used to solve the problem

5.2.1. The maximum ααα-clique problem

The information about the considered graph is stored in a square neighborhood matrix
that describes connections of all graph nodes: 0 – no connection, 1 – presence of
connection. Because a single node is also treated as an α-clique, the matrix has 1 on
the main diagonal. The value of α (the α-clique parameter) is imposed as the problem
parameter.

Each member of the EA population encodes the solution to the problem as
a variable-length vector representing the biggest α-clique derived by that member.
The not selected nodes form a similar vector, serving as a repository of potential new
nodes that can be attached to the derived α-clique. Additionally, each member of
the population contains more data. This includes a vector of real numbers, which
describes its knowledge about genetic operators and the operator number chosen to
modify the solution in the current iteration. More details about genetic operators
and the method of evaluation, selection, and application of them will be given later
in this chapter.

The described data structure requires specialized genetic operators, which modify
the population of solutions. Each operator is designed in such a manner that it
preserves the property of being an α-clique with the desired value of α for the modified
solutions (after its application, the actual value of α for the modified solution is
computed). If a modified solution violates the limitation of being an α-clique, the
operation is canceled and no modification of the solution is performed. While this
method makes it more challenging for the evolutionary algorithm to find satisfactory
solutions, potentially encountering greater difficulties with local extrema compared
to, for instance, a method with a penalty function, it ensures that the computed
solutions are admissible.

Designed genetic operators are:

• mutation – an exchange of randomly chosen nodes in α-clique and the storage
vector,

• transfer of randomly chosen node from the storage to the α-clique,
• “intelligent” movement – performed only if this modification gives a better value

of fitness function,
• concatenation – this operator tries to concatenate small vectors chosen from the

storage with α-clique,
• multiple versions of operators are also applied (randomly selected numbers of

repetitions of the genetic operator in one generation).

5.2.2. The TSP problem

Solutions in this case are encoded as lists of cities to be visited in the order described
by the list. Several genetic operators were used to solve the problem: random and
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heuristic ones. All operators ensure that the generated offspring can consistently
encode feasible solutions. The operators are:

• mutation – a random exchange of two cities in the list of cities,

• crossover – starting from the first city of one list, the next cities are chosen in
turn from one or second list (the city closer to the previously accepted city is
selected from the parent individual and introduced to the offspring),

• inversion – a randomly chosen fragment of the list is used in the reverse order,

• transposition – a randomly chosen fragment of the list of cities is moved to
another place (also randomly chosen) in the list,

• 2-optimal method – exchange of two chosen edges in the route, if it gives a shorter
route (based on the widely used k-optimal method [21] for approximate solving
of TSP),

• neighborhood-1 operator – exchanges a randomly chosen city in the route for
another, randomly chosen from the list of the closest ones in the geometric sense
(a list of several closest cities is generated for every city during the initialization
of the algorithm),

• neighborhood-2 operator – takes a city close to the selected one from the path,
moves all cities between them by one position, and inserts the picked city next
to the selected one.

5.2.3. The common part of used evolutionary algorithms

The application of several specialized genetic operators requires a method that selects
and executes them during evolutionary computations. In the approach used in [17],
it is assumed that only one, selected operator modifies the solution in one generation
(not two as in typical EA). In that case, it is easy to allocate the result of that
operation to the individual and operator. Thus, the operator obtaining better results
should have a higher probability and more frequently affect the population than the
worse one. But it is very likely that the operator, that is proper for one individual,
gives worse effects for different solutions because of its location in the search space.

Thus, each individual may have its preferences, enabling it to select operators
that align with its specific characteristics or requirements. For example, an individual
might favor operators that excel in certain regions of the search space or demonstrate
effectiveness for specific types of solutions. To obtain this possibility, every individual
has a vector of quality factors, where each factor corresponds to one genetic operation
and is a measure of the quality of that operator. The normalized vector of qualities
becomes a base to compute the probabilities of selection and execution of genetic
operators by population members (15).
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This set of probabilities – a base of population experience can be inherited and
improved over the next generations.

pij (t) =
qij (t)∑L(t)
i=1 qij (t)

(15)

where:
pij – the probability of execution of the genetic operator,

qij(t) – a quality factor of the genetic operator,
L(t) – the actual number of genetic operators (in some evolutionary algorithms

may vary during computations),
t – the current time.

The method to compute the quality factors is based on reinforcement learning
[8, 20] (one of the algorithms used in machine learning). An individual is treated as
an agent whose role is to select and call one of the evolutionary operators. When the
selected i-th operator is applied, it can be regarded as an agent’s action ai leading
to a new state si which in this case is a new, modified solution. The agent receives
a reward or a penalty respective to the quality of the new state (solution). The aim
of the agent is to perform the actions that give the highest long-term discounted
cumulative reward V ∗. The described activity leads to the Q-learning technique of
temporal reward assignments, which can be written as:

V (st+1) = V (st) + β(rt + γV ∗(st+1)− V (st)) (16)
where:

V (st) – a quality factor or discounted cumulative reward, that can be iden-
tified with qij from (15),

V ∗(st+1) – estimated value of the best quality factor (in the experiments the
value gained by the best operator was taken),

β – a learning factor,
γ – a discount factor,
rt – the reward for the best action, which is equal to the improvement

of the quality of a solution after execution of the evolutionary op-
erator,

t – index of the current moment in time.
Selection methods used in the presented evolutionary algorithm to obtain shown

further results were described in sections 3 and 4.

5.3. The testing problem data

Unfortunately, it is not possible to obtain the testing data (data with known optimal
solution) for the maximum α-clique problem from any data repositories. Instead, it is
possible to find several problems for the maximum clique. Since the clique is a special
case of α-clique with α = 1, the problems for the maximum clique found in BHOSLIB:
Benchmarks with Hidden Optimum Solutions for Graph Problems (Maximum Clique,
Maximum Independent Set, Minimum Vertex Cover and Vertex Coloring) – Hiding
Exact Solutions in Random Graphs [4] have been used. The chosen problem was
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a graph with 4000 vertices and 7,425,226 edges with the maximum clique equal to
100 (frb100-40.clq.gz). In all cases, starting populations are generated using a simple
greedy algorithm, which randomly chooses the first node and tries to add to the
obtained α-clique remaining graph nodes in random sequence. This method is, as it
was said, rather a poor optimization method but is quite fast and generates different
solutions with a size of about 70% of the size of known the maximum clique, which
can be a good starting point for the evolutionary search of better ones.

The second considered problem is a classic TSP problem with 1002 cities
(pr1002.tsp) [9] with the optimal solution 259,045. In this case, also a greedy al-
gorithm was used to generate the initial population of solutions.

5.4. Results obtained for selected coefficients of selection characteristics

5.4.1. The takeover time

The takeover time shows the strength of the selective pressure of a selection method,
showing how fast the whole population would converge to one, the best solution, as-
suming the lack of genetic operators and preserving one copy of the best individual.
For simpler methods (proportional/roulette selection, deterministic roulette, tourna-
ment selection) this time can be described analytically, but for more complicated ones
this is difficult or maybe not possible. Thus, in this work, values obtained from real
computer simulations are presented. Table 1 presents averaged results obtained from
10 simulations. Simulations lasted maximally 100 epochs, if during this time the
population hadn’t converged, the takeover time was assumed to an infinite.

Table 1
Obtained takeover times for investigated selection methods

Selection
method

Roulette /
Roulette

with
elitism∗

Deterministic
roulette

Tournament Histogram
Mixed:

deterministic
+ histogram

Takeover
time

(epochs)
15.6 7.8 9.4 ∞ 6.8

Selection
method

Histogram
flat

Mixed:
deterministic

+
histogram

flat

Interval

Mixed:
deterministic
+ histogram

flat with
lifetime

and taboo

–

Takeover
time

(epochs)
∞ 6.2 ∞ 8.8 –

∗In this case it is the same selection method, the investigation of takeover time assumes
preserving the best individual in the population (elitism).
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As it can be seen, selections with the heuristic population control mechanism
(histogram, histogram flat, and interval) have infinite takeover time, traditional ones
have takeover times from 6.8 (roulette) to 9.4 (tournament), mixed selections have
takeover time similar to the component with stronger selection pressure, but this value
depends on the probability of execution of both component methods, which can be
seen in Table 2.

Table 2
Obtained takeover times for different probabilities of component selection methods

in mixed selection

Mixed:
deterministic
+ histogram

Mixed:
deterministic

+ histogram flat

Mixed: deterministic
+ histogram flat with

lifetime and taboo

phis = 0.95 ∞ 34.4 ∞

phis = 0.85 41.0 10.8 29.6

phis = 0.75 29.4 11.6 15.8

phis = 0.65 19.0 7.8 11.4

phis = 0.55 14.4 7.8 9.0

phis = 0.45 6.8 6.2 8.8

For the selection with lifetime and taboo list, the value of this parameter is not
a proper measure of selection properties, because for established longer lifetime than
the takeover time (this situation is presented in Tables 1 and 2, where the lifetime
is set to 100), there is no influence of it on the obtained takeover value. For shorter
than takeover lifetimes imposed, all the population members should be killed (no
new individuals are created since the genetic operators are disabled) after this time
and only the best individual is artificially preserved to fulfill the conditions of the
coefficient measure, thus the takeover time is equal to the imposed maximal lifetime
of individuals. This is not the typical situation that this selection method works
and obtained in this case value would say nothing about this selection properties.
This selection method is prepared for long-time computations and in this case, its
properties can be observed. Thus, the simple conclusion is that the takeover time is
not a good measure of properties for more sophisticated selection methods.

5.4.2. The loss of diversity caused by the selection process

The loss of diversity is a harmful phenomenon, especially in small populations (such
as typically used in evolutionary computations), because it can lead to the premature
convergence of the population to local minima. If the mutation level is rather small,
a crossover of almost identical individuals produces almost the same individuals and
the progress in computations is negligible. Even if more sophisticated operators are
used, similar phenomena occur. But of course, selection is necessary to continue the
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process of evolution and better individuals should have more descendants than worse.
As in other aspects of evolutionary algorithms, it is important to keep the balance
between the diversity of the population removing the worst and replication the best
solutions. Unfortunately, the formula for the optimal composition of the population is
not known. We can only make experiments with different types of selection (see Fig. 1)
and evaluate them, comparing obtained results for the solved problem. But this would
allow only to see which one is better for the given instance of the solved problem.
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Figure 1. Graphs of average values of the loss of diversity factor
for several tested selection methods
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Table 3
The comparison of the average value of the loss of diversity factor
in the maximum α-clique problem using tested selection methods

Selection method

Roulette Roulette
with elitism

Deterministic
roulette Tournament Histogram

0.00252 0.00244 0.00017 0.00259 0.00148

Mixed:
deterministic
+ histogram

Histogram flat

Mixed:
deterministic
+ histogram

flat

Interval

Mixed:
deterministic
+ histogram
flat with life-

time and taboo

0.00075 0.00139 0.00070 0.00076 0.00128

The values collected and presented in Table 3 are the average values of 10 simu-
lations (10,000 epochs) recorded at each epoch using formula (4). The common part
of populations considers not only the fitness function value but also the encoded so-
lutions. Individuals with identical values of fitness function but encoding different
solutions are treated as different.

As it can be noticed, the smallest values of the loss of diversity factor (the most
similar populations before and after selection) have: a mixed selection consisting
of histogram flat and deterministic roulette with lifetime and taboo, interval selec-
tion, and roulette selection, but only the first one gives also very good results in
problem-solving (see Tables 4 and 5). It suggests that small values of the loss of
diversity factor are important, but it is not the most decisive factor that influences
the evolution process.

5.4.3. The selection intensity

The selection intensity factor shows the convergence properties of the investigated
methods. For simpler ones, there are some theoretical results [7, 13], for more so-
phisticated and heuristic selection methods only practical experiments can show
their behavior. The results obtained during simulations are collected in Figure 2.

As can be noticed, several selection methods like roulette with elitism, determin-
istic roulette, tournament selection, histogram selection, histogram flat selection and
mixed selections consisting of histogram ones with deterministic roulette have the
property of converging their selection intensity at a value close to 0.2, but roulette
selection, interval selection, and mixed selection consisting of histogram flat, deter-
ministic roulette with lifetime and taboo do not converge. It means that there are
strong changes in population composition during the whole algorithm simulation,
while the converging ones have rather small changes.
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Figure 2. Graphs of average values of the selection intensity factor
for several tested selection methods

5.4.4. The selection variance

The selection variance (3) also describes the properties of selection methods, in this
case, it is possible to trace how changes the variance of evaluations of solutions in
the population as a result of the selection process. The obtained results are pre-
sented in Figure 3.
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Figure 3. Graphs of average values of the selection variance
for several tested selection methods

5.4.5. The population diversity before (sbsbsb) and after (sasasa) selection

The diversity of the population before and after selection can also be a measure of its
properties. It is widely known that higher population diversity favors better results
achieved by the evolutionary algorithm due to the prevention of premature conver-
gence of the population of solutions. The presented further results were obtained for
the maximum α-clique problem with (µ+λ) strategy3 of the population development
with µ = 100 and λ = 700. The average values of population diversity as defined in
(5) and (6) are presented in Table 4.

3It means that the new parent population was selected from the old parent and offspring popu-
lations.
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Table 4
Values of average population diversity coefficients sb and sa

obtained using investigated selection methods
for the maximum α-clique problem

Selection method

Roulette Roulette
with elitism

Deterministic
roulette

Tournament Histogram

sb 0.0222 0.0200 0.1052 0.0215 0.1332
sa 0.0946 0.0844 0.7834 0.0912 0.9998

Mixed:
deterministic
+ histogram

Histogram
flat

Mixed:
deterministic
+ histogram

flat

Interval

Mixed:
deterministic
+ histogram

flat with
lifetime

and taboo
sb 0.1302 0.1331 0.1286 0.1364 0.0661
sa 0.9838 1.0000 0.9690 0.8948 0.4865

Table 5
Results of EA simulations obtained using investigated selection methods
for the maximum α-clique problem (average sizes of obtained α-cliques)

Iteration
Selection method

Roulette Roulette
with elitism

Deterministc
roulette

Tournament Histogram

0 70.7 70.5 70.9 71.0 70.7
10 71.1 71.3 72.0 71.4 73.2
100 73.0 74.4 77.1 74.2 77.6
1000 78.4 78.5 81.8 79.6 81.1

10,000 84.0 81.8 85.9 84.3 84.2
100,000 87.5 82.7 87.6 88.0 85.6

Iteration
Mixed:

deterministic
+ histogram

Histogram
flat

Mixed:
deterministic
+ histogram

flat

Interval

Mixed:
deterministic
+ histogram

flat with
lifetime

and taboo
0 70.8 70.7 70.4 70.5 70.8
10 73.4 72.2 72.4 71.7 72.1
100 78.8 75.7 79.9 75.5 77.4
1000 84.7 79.0 85.3 78.4 84.3

10,000 87.7 81.3 88.4 80.5 88.4
100,000 88.3 82.8 88.9 83.6 91.0

Comparing these values with obtained solutions (Tab. 5) it can be seen that the
highest values of population diversity (histogram flat, histogram) are not necessarily
bounded with the best results obtained. The same is true for the lowest values of
population diversity (see Fig. 4).
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Figure 4. Graphs of average values of the diversity before (sb) and after (sa) selection
for several tested selection methods

5.5. Values of obtained solutions
for solved problems using investigated selection methods

Tables 5 and 6 show the averaged results of 10 computer simulations for several
selected computation stages. As it can be seen, mixed selections outperform all other
methods and the best of them is mixed selection with lifetime and taboo (Tab. 5).
Differences among them are not very big, but noticeable. Similar conclusions can be
drawn by analyzing Table 6, where the best results are obtained using mixed selection
consisting of deterministic roulette and histogram flat selections, but the version with
lifetime and taboo gives only slightly worse results.
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The worst results are obtained using the roulette method (no improvement of ob-
tained results has been recorded) and interval selection (Tab. 5), for the TSP problem
(Tab. 6) the roulette method is significantly worse than other methods. This is not
a surprise, because the roulette method is rather used for theoretical, not practical
purposes. The interval selection method has been prepared for non-stationary opti-
mization tasks and in this kind of optimization problem it works very well (see [19])
but it is not as good for stationary problems.

Table 6
Results of EA simulations obtained using investigated selection methods

for the TSP problem (average distances)

Iteration
Selection method

Roulette Roulette
with elitism

Deterministc
roulette

Tournament Histogram

0 292,616.4 293,119.9 292,608.4 292,511.5 292,038.7

10 292,616.4 292,926.4 291,143.0 292,511.5 291,178.2

100 292,616.4 290,326.4 281,564.4 292,511.5 281,264.4

1000 292,616.4 281,528.9 272,017.7 292,511.5 271,265.7

10,000 292,616.4 274,079.4 271,535.8 275,166.7 270,780.7

100,000 292,616.4 272,065.9 270,918.2 268,827.5 270,320.8

Iteration

Mixed:
deterministic

+
histogram

Histogram
flat

Mixed:
deterministic

+
histogram

flat

Interval

Mixed:
deterministic

+
histogram
flat with
lifetime

and taboo

0 291,958.8 292,427.0 292,124.7 292,529.8 292,003.8

10 290,503.3 291,543.8 291,140.0 292,125.2 290,449.4

100 279,740.3 283,248.2 282,115.1 285,322.9 281,310.9

1000 270,646.6 271,432.7 271,620.0 273,924.4 271,636.1

10,000 270,085.0 270,096.3 270,033.5 270,089.8 270,287.9

100,000 269,598.5 269,728.8 268,197.1 268,420.4 268,291.6

The comparison of average computation times of computer simulations (Tab. 7)
shows that new selection methods are rather fast and also the times of their operation
are competitive with those used traditionally.
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Table 7
The comparison of average computation times (in seconds) of evolutionary simulations

duration using tested selection methods for solved problems

Solved
problem

Selection method

Roulette Roulette
with elitism

Deterministic
roulette

Tournament Histogram

α-clique 234,796 184,709 219,306 214,365 211,530

TSP 1160.4 1247.3 761.4 1114.5 1176.6

Solved
problem

Mixed:
deterministic
+ histogram

Histogram
flat

Mixed:
deterministic
+ histogram

flat

Interval

Mixed:
deterministic
+ histogram

flat with
lifetime

and taboo

α-clique 173,653 189,012 186,148 188,338 83,099

TSP 1048.7 1012.7 775.2 7080.7 1103.0

6. Conclusions

The selection in nature is the main (and maybe even the only) force that directs the
population development. Effects of its slow and simple but powerful activity can be
seen everywhere, admiring the variety of animal and plant species. Artificial selection
methods, which are usually used in evolutionary algorithms, have far less time to
achieve the desired results, although the results don’t have to be so spectacular as in
the case of the natural one, but they should be quick and effective. Unfortunately,
selection methods, usually used in EA, are mainly quite simple because they try to
mimic the natural one, without any possibilities of tuning, control, learning, and adap-
tation. Presented in this article methods try to overcome this problem and improve
this important part of almost every EA to enable more predictable, resistant to local
optima, flexible, and faster behavior of used selection methods.
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THE MOST CURRENT SOLUTIONS USING
VIRTUAL-REALITY-BASED METHODS
IN CARDIAC SURGERY – A SURVEY

Abstract There is a widespread belief that VR technologies can provide controlled, multi-
sensory, interactive 3D stimulus environments that engage patients in interven-
tions and measure, record and motivate required human performance. In order
to investigate state-of-the-art and associated occupations we provided a careful
review of 6 leading medical and technical bibliometric databases. Despite the
apparent popularity of the topic of VR use in cardiac surgery, only 47 articles
published between 2002 and 2022 met the inclusion criteria. Based on them,
VR-based solutions in cardiac surgery are useful both, for medical specialists
and for the patients themselves. The new lifestyle required from cardiac surgery
patients is easier to implement thanks to VR-based educational and motiva-
tional tools. However, it is necessary to develop the above-mentioned tools and
compare their effectiveness with Augmented Reality (AR). For the aforemen-
tioned reasons, interdisciplinary collaboration between scientists, clinicians and
engineers is necessary.
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1. Introduction

The enthusiasm of the use of virtual reality (VR) in cardiac surgery is relatively short,
although, the first scientific publications on the subject appeared in 2002 [17, 40].
However, the growing interest and importance of the combination of the above men-
tioned technologies for the future of interventional cardiac surgery and the imaging
of cardiovascular function in the form of virtual twins puts the subject at the centre
of interest for engineers and clinicians alike [81]. In addition to preventive medicine
or bespoke cardiac interventions, this includes regenerative surgery in the form of the
emerging possibility of 3D printing tissues from bio-ink (in most cases: the patient’s
stem cells) through reverse engineering (3D scan – modification – 3D printing) [26, 92].
We are already able to print other human tissues, such as skin (innervated and vas-
cularised), but larger and more complex organs such as the pancreas, liver, lungs or
just the heart have so far been beyond our reach. The development of VR in cardiac
surgery could be a good step in this direction, heralding new possibilities, includ-
ing those based on the Internet of Things, integrating them into the Healthcare 4.0
paradigm and expanding the capabilities of the cardiac surgeon [45, 98].

The main aim of this paper is to summarise the current and emerging future
opportunities for VR-based support of cardiac surgery, also with reference to the ob-
served Virtual-Augmented Reality (VR-AR) rivalry in both, industrial (Industry 4.0)
and clinical applications [70, 87].

The most recent technological advances inevitably bring medical improvements,
giving professionals increasingly effective diagnostic, therapeutic, rehabilitation and
care tools, including automated and semi-automated long-term care [25, 54, 78]. Plac-
ing this article in a broader context, we can see immediately that this is highly
interdisciplinary research, combining technical sciences (computer science, mecha-
tronics, material engineering) with medical and health sciences (including not only
cardiology, but also medical imaging, biotechnology, and tissue engineering), as well
as the humanities and social sciences (including psychology) [21, 33]. The relevance of
the above-mentioned research goes beyond its scientific and clinical context, being
of great economic and social importance, both towards increasing health-related qual-
ity of life (HRQoL) and making it easier for people with cardiovascular conditions to
learn, work and play, as well as ageing more cheerfully [56, 77, 100].

In this paper, we propose not only an overview of the current state of the art,
but will carefully consider a number of hypotheses for the further development of this
area of knowledge and practice, including a better understanding of the physiological
and pathological mechanisms of the cardiovascular system, advances in didactics on
virtual cardiac simulations, the role of medical simulation in the training of cardiac
surgeons, the preparation of cardiac procedures (e.g. analysis of access routes) in the
case of a specific patient, not shying away from the cardiac surgery of the future:
virtual patient twins and prediction of the progress of natural tissue wear and tear
or risk of injury [3, 24, 37]. It seems that this holistic approach to the topic under
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discussion will be of benefit to both engineers and clinicians, allowing them to delve
deeper into the subject and develop their own replication of the cited studies or further
research.

2. Materials and methods

We provided a careful review of 6 leading medical and technical bibliometric databases
(PubMed, EBSCO, EMBASE, PEDro, dblp, and ACM Digital Library) using spec-
ified keywords (virtual reality, VR, cardiac surgery, and similar) in accordance with
the review methodology shown in Figure 1.

Main databases containing articles relevant to the review was searched

Articles that noc address the study of virtual reality applications
in cardiac surgery were eliminated

Further papers were excluded that were written in language other than English

The texts of the papers left in the selection were read and analyzed by experts

Figure 1. Methodology of the review

Despite the apparent popularity of the topic of VR use in cardiac surgery, only
47 articles published between 2002 and 2022 met the inclusion criteria for the re-
view (Fig. 2).
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Analyzing Figure 2, it can be seen that the number of articles and scientific
studies on VR-based solutions in cardiac surgery is constantly growing. This means
that the use of modern technologies in cardiac surgery is significant and brings better
and better results. Hence the interest of scientists in this subject. Next we will describe
the VR methods that are currently used in cardiac surgery based on a review of the
available literature on this subject.

3. VR-based methods in medicine

Nowadays the VR processes are being used in an increasing number of daily life ac-
tivities, fully or partially replacing real processes [19]. Technological developments in
the area of VR creation offer opportunities to use this technological advance in many
areas of science, economy and social activity. Although VR is a relatively young
field, medical science and clinical practice have already learned to benefit from it in
the areas of didactics, diagnosis and patient treatment [2, 15]. As far as didactics
is concerned, VR allows medical professionals to improve their skills by being able
to repeat activities repeatedly with rare clinical cases. At the initial training stage,
e.g. for surgeons, it allows a greater margin for errors to be made without affecting
the patient. An additional aim of such training is to improve automatic coordination
between the monitor and manual procedures. Such an opportunity allows one to focus
on the important aspects and not, for example, on what the hands are currently do-
ing [13].

VR has a wide range of applications in neurological rehabilitation – mainly due
to the ease of mapping the natural environment, creating specific movement patterns
and attractive exercises in which the patient actively participates [16]. Patients learn
to use a specific activity in the virtual world and then, with the active supervision of
the therapist, transfer specific movement patterns to everyday activities [69]. VR can
also support and enhance basic forms of treatment that require repetitive exercises
that are tedious and often boring from the patient’s point of view. In the case of
cardiac patients – those with coronary heart disease – improvements in the mental
joint have been demonstrated when classical cardiac rehabilitation is supplemented
with VR elements [36].

In the cognitive sphere, virtual reality is gaining an advantage over the classic
form of pen-and-paper-based neuropsychological therapy [101]. Virtual reality makes
it possible to replicate real-life situations with real-time images of the patient. The
course and progress of therapy can also be easily reported, showing the patient the
effects of the therapy, which facilitates further diagnosis and modification of the ther-
apy plan by the clinician. Importantly, due to the nature of the therapy provided,
virtual reality can be carried out remotely, e.g. in chronic cases where it is difficult
for the patient to reach the centre, with simultaneous control of the therapy by the
therapist. Additionally, the costs of this form of rehabilitation have been shown to be
lower than its traditional form [52].
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4. VR-based methods in cardiac surgery

Among reviewed articles only four were review-type articles. Meta-analyses and com-
prehensive reviews are lacking. Intractable VR allows 3D models of complex intrac-
ardiac and extracardiac anatomy to be viewed, even in infants, the ability for users
to define their own views based on existing medical diagnostic data. This provides
a useful complement to traditional preoperative planning methods, the opportunity
for group discussion by the treatment team (including cardiologists and cardiac sur-
geons), reliability, rapid learning, cost-effectiveness and ease of use [65]. Medical sim-
ulation in cardiac surgery, including VR-based simulation, improves trainee learning
and performance by allowing repeated training until the required high level of mas-
tery of specific cardiac competencies is achieved, but further research is required on
how this translates to the performance of tasks in the operating theatre in relation
to a real patient. Cardiac surgery simulation is not yet part of the training program,
simulators are available for some tasks and procedures, but based on three different
types of simulators [90]:

1. full manikin simulators,
2. partial task trainers,
3. virtual reality systems or combinations of these, including 3D-printed components

of a specific patient’s cardiovascular system.

There is a strong interest in Head-Mounted Displays (HMDs) and smart glasses
in cardiac and vascular surgery for the education of surgeons and for surgical practice,
but further technical improvements and clinical trials on large groups are needed for
their fuller implementation [47]. Early mobilisation of patients in the post-operative
period of cardiac surgery either, in the immediate post-operative period or on the first
postoperative day, has positive results. It uses early bedside activity, VR, progres-
sive mobilisation, resistance exercises, cycle ergometer and walking protocols, rather
not personalised, low progressive intensity, twice a day for up to 30 minutes [5].

Education
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From the point of view of cardiac surgery, VR involves a computer-generated
three-dimensional simulation that the user (surgeon, student, their entire team – each
from their own perspective) sees and manipulates [9, 64]. Research to date shows
that VR improves teaching, but does not completely replace traditional teaching
methods [64, 88]. Furthermore, learning with 360◦ VR video is more effective than
learning with 2D video, i.e. realism is key [9]. Within the computer-based teaching
module (CBTM), three levels of design were identified [48]:

1. global level (goal management, framing, minimising technical load);
2. rhetorical level (optimising modalities, making modalities explicit, scaffolding,

development, spaced repetition);
3. specific level (text management, device management).

Figure 3 shows the main application areas of VR-solutions in cardiac surgery.
For each of these scientific areas, a review of the latest articles was carried out, and
below we present the state-of-art results.

4.1. VR-supported education of medical professionals

The complexity of cardiac surgery requires ongoing education and training, with an
audience of different people and their teams: doctors (cardiologists, cardiac surgeons,
anaesthetists), students, as well as patients and their families/carers [6, 8, 18, 66, 74].
Education of medical specialists with the use of VR has its origins in the 90s of the
XX century [39], while the beginnings of education in the field of the cardiovascular
system using VR date back to the beginning of this century [17, 18]. From the outset,
VR has been evaluated as a technology with the potential to support the teaching
and assessment of clinical skills of students, residents and doctors. It has fostered the
development of medical simulation centres, among others, as it allows various degrees
of ‘immersion’ of trainees in an environment reflecting real clinical situations with
such a high degree of accuracy that the clinical skills (diagnostic, therapeutic, etc.)
thus acquired are later transferred to patients [73]. The multiplicity of scenarios allow
more scenarios (variations in anatomy, pathology, interventions, complications) to be
practised in this way than in the real world at the same time (e.g. because there are
not enough patients to train). This applies primarily to young resident doctors who
should train as much as possible and have contact with various cases, so that in the
future they can cope with any situation, even with difficult operations [91]. What’s
more, the trainees can repeat them in VR many times in different variants without
harming the patients until they are completely mastered. Cardiac surgery requires an
integrated system for teaching both, from the point of view of content (multimedia
elements, their decomposition and description possibilities within teaching scenarios)
and information technology within the chosen educational environment. This allows
not only the integration in practice of the knowledge and experience acquired during
traditional forms of teaching, but also the seamless movement of the trainer across
different levels of teaching, student sophistication or even (in medical simulation) the
integration of team activities [18]. During COVID-19, the use of simulators for cardiac
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surgery allowed for continuous practice of doctors, so that after the pandemic they
could go to surgery without unnecessary interruption in training [58]. Interactive VR
available locally and via the World Wide Web is used both to teach, analyse and
describe cardiac anatomy and to prepare surgical techniques. Their advantages over
traditional teaching techniques include a realistic rendering of the sequence of events
and spatial considerations during a cardiac surgical procedure [17]. Such solutions
are widely accepted. Noorali et al. proposed in-house Pakistani solution (simulation
lab) providing interdisciplinary VR-based training for promising cardiac surgeons [63].

The use of VR in education is also of utmost importance in the paediatric car-
diac intensive care unit [72]. Children, due to their size, are much more difficult
cardiac patients and greater precision is required during surgery. Without proper
doctor training, performing a cardiac surgery on a child can result in many compli-
cations during the procedure. The use of VR-based technology during the doctor’s
education gives him better training facilities and greater skills to perform such com-
plex operations.

Advances in VR and related devices such as endoscopes and cardiac robots could
enable the development of new therapies for severe heart disease. This will require
the acquisition of new skills, also on simulators, as has been the case so far, e.g. when
learning stimulation and ablation [83].

4.2. VR-supported education for patients and their families

VR can be used as a tool not only to educate doctors and medical staff, but also
patients. The use of this technology allows the patient to prepare for surgery and
understand the entire process that awaits him. The use of VR increases the under-
standing, knowledge or comprehension of the patient. An additional advantage of
using VR technology is increased satisfaction and reduced anxiety among patients. It
also affects the patient’s positive perception of the activities performed by the medical
personnel [44].

VR becomes an important motivation and learning tool for patients in cardiac
surgery [5]. Patients undergoing rehabilitation after cardiac surgery have different
needs and preferences. They need a sense of security and seek additional advice.
Any e-learning program, including one based on VR, reduces their uncertainty and
improves overall mental well-being which supports their faster recovery [27]. Similar
VR-based patients’ educational programs are studied in obesity and diabetes [12].

4.3. VR-based intervention preparation
and minimally invasive cardiac surgery

We decided to separate the planning of the procedure from teaching medical spe-
cialists due to its specificity, target group and the importance of benefits that this
area of development of VR systems supporting cardiac surgeons may bring, espe-
cially in difficult and atypical cases [61, 65]. Successful cardiac surgery procedures
require a thorough understanding of the complex anatomy and pathophysiology of
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the cardiovascular system. This improves the spatial and temporal understanding of
pathological changes and their dynamics when using surgical access and performing
the procedure. In a broader context, such an approach accelerates the preparation of
procedures, which is important in a large number of urgent cases, when the time to
prepare the team is short and the procedure saves the patient’s life [41]. It is also an
important issue in the case of unusual or complex cases where the use of VR before
surgery may modify a surgical procedure [61].

Wierzbicki et al. proposed in 2004 Virtual Cardiac Surgery Planning (VCSP) [95]
a VR model of the chest made individually for each patient from preoperative medical
imaging (CT, MRI). The requirements for such solutions include, above all, adapt-
ability, ease of use and a fairly high degree of accuracy (MSE approx. 1 mm), also
in reflecting the dynamics of the operation, for increased reliability in training, plan-
ning and conducting cardiac surgery. In addition, limitations due to patients safety,
the need for full coverage of the heart with dynamic images from X-rays and an-
giograms, and the need to use an endoscope to navigate the instruments must be
taken into account [68]. In their approach, a static heart model is created by seg-
menting one of the frames (an image, i.e. a 4D data set), and then based on the
remaining frames, the dynamics extracted from the remaining frames of the image is
added based on a proprietary algorithm. A similar solution based on CT in robotic
cardiac surgery was shown by Ivanov et al. in [33]. VR-based integration of CT
scans and endoscopic images showed mean spatial error 1.4 mm and time discrepancy
in the range of 50–100 ms [82]. The above-mentioned parameters improve with the
development of technology.

The 3D cardiographic virtual endoscopy based on MRI and CT scans can be
useful in cardiac surgery of children. It achieves diagnostic accuracy ranging from
92.4% to 98.7% [96]. Vigil et al. showed in [89] that VR modelling (based on MRI)
of the septal pathway and subsequent development of septal templates and visualisa-
tion of the access pathway can be beneficial in the preoperative planning of complex
double-outlet right ventricle repairs. Ghosh et al. in [22] demonstrated the usefulness
of VR-based cardiac preparation in a pediatric center with high patient traffic. It
uses MRI or CT images to segment the image and transform it into VR with FDA-
approved software. Interestingly, in addition to VR, 3D printed models and digital
2D models are also used, with the option of surgical repair made in CAD are de-
signed digitally using proprietary open source computer-aided (CAD) modeling tools.
The legitimacy of using the above-mentioned Clinical modeling is shown by statistics:
in 3 consecutive years (2018–2021) the demand for it in children has tripled, and
in 2020 3, 4 and 5 STAT categories were requested in more than 25% of cases. It is
worth noting that the most common indications for modeling in children were complex
2-chamber repair (31%) and repair of multiple defects in the interventricular septum
(12%) [22]. In the case of children, the accuracy of the computer model is 0.54 mm
and the accuracy of 3D printing is 0.05 mm compared to the digital equivalent [67].
A very interesting option is the transformation of 3D echocardiographic and cardiac
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CT data into VR models of higher diagnostic quality, with more accurate measure-
ments and faster navigation [62]. The difference is in the time of obtaining the finished
model, where the median time of post-processing VR (DIVA i.e. directly applicable
MRI data without intermediate segmentation) was 5 min compared to 8–12 h for 3D
printed models [71]. So the time advantage of VR-based models is obvious. The VR
systems supporting both preoperative imaging (based on e.g. MRI) and intraoper-
ative in vivo (based on e.g. ultrasound) are more and more often integrated with
models of surgical instruments, offering 4.8 mm RMS alignment accuracy [49–51].
The observed difficulties in the interaction of surgeons with the VR environment re-
sult from their speed of orientation, insufficient depth information and delegation of
view control with an emphasis on the efficiency of the user and his workload [53].

4.4. VR-based robotic cardiac surgery

The last 20 years have brought significant advances in the field of automated min-
imally invasive cardiac surgery being a safer and more effective solution for some
patients from traditional cardiac surgery [33]. In 1998, the da Vinci robotic system
was first used for cardiothoracic surgery [34, 94]. Undoubtedly, cardio-surgical robots
have increased the capabilities and precision of surgeons, especially in the areas of
mitral valve surgery, closure of the atrial septal defect, and direct coronary artery
bypass surgery [31, 32].

A study carried out by Chiu et al. [10] showed different effectiveness of active in-
volvement of peer observation, in addition to expert demonstration in VR tasks, such
as camera control, stratification and switching, energy and seam sponge in da Vinci
skill simulators. The effectiveness of such VR observation still requires optimization
in order to ensure the best possible learning outcomes. Interestingly, medical stu-
dents (females) achieved better results in the VR task involving a spongy suture and
obtained more stitches, which indicates the need to differentiate training depending
on gender [11]. The usefulness of VR-based training in preparation for the use of the
da Vinci robot in trainees was also shown by Gleason et al. [23].

According to the results of a randomised controlled trial (RCT) conducted by
Valdis et al. [85, 86], it was proven that the VR helps with cost-effective, high-
performance simulation exercises in cardiac robotics.

During the operation, mixed reality systems combining VR and AR are used.
An example is the system of Sentiar, Inc., St. Louis, MO deployed on a Microsoft
HoloLens (Microsoft Inc., Redmond, WA) [55, 80]. During the operation, the doc-
tor uses a headset, where he has a 3D visualisation of the patient’s cardiac system
and controls it hands-free. The doctor can get information about the location of the
catheter in real time.

4.5. VR-based pain management during cardiac surgery

VR-based pain management in patients after cardiac surgery alleviates vital param-
eters, reduces discomfort and postoperative stress [60]. But more research is needed
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in order to determine if it may occur and what approach to pain and anxiety, for
example, in intensive care units [46]. VR also allows you to effectively reduce preop-
erative anxiety without the use of pharmacological agents [1, 29, 93]. Studies have
observed the effect of using VR for postoperative rehabilitation on reducing the use of
analgesics in hospitals [57, 84]. VR works well for pain relief, especially after cardiac
surgery due to the so-called Gate Theory of Attention. According to this theory, if
the patient’s attention is diverted and occupied with other activities, he will forget
about the pain he is feeling [35]. This mechanism is used in the case of the VR-based
tool to reduce pain.

4.6. VR-supported cardiac rehabilitation of patients

There is a widespread belief that VR technologies can provide controlled, multi-
sensory, interactive 3D stimulus environments that engage patients in interventions
and measure, record and motivate required human performance. In particular, this
can be achieved by promoting desired health behaviours through motivational rein-
forcement, personalised learning methods and social networks. Moreover, this can
be effective even in the case of increasing rates, high prevalence and adverse conse-
quences of disease [12]. VR-based rehabilitation compared to the traditional approach
in the control group showed better functional outcomes in patients undergoing cardiac
surgery, expressed in outcomes of the Functional Independence Measure (FIM), the
6 minute walk test (6 MWT), and the Nottingham Health Profile (NHP) [4]. To date,
post-operative cardiac rehabilitation programs have a number of limitations related
both to patients’ musculoskeletal problems themselves and more broadly to psycho-
logical or existential issues related to lifestyle and health responsibilities [27, 28, 79].
Wider implementation of VR may help to better design such future programs [27].

VR technology can be used during various stages of rehabilitation and many of
its features allow to qualify it as a complete rehabilitation tool. In the process of re-
habilitation, a very important aspect is the patient’s motivation to work on recovery.
Tedious exercises can demotivate patients, who therefore adhere less to the recom-
mendations. VR technology increases motivation and makes exercises more interesting
and accessible to the patient. Especially in connection with video games [20]. Patients
using interactive virtual reality are more active, feel less pain and recover faster after
cardiac surgery.

4.7. Other applications of VR in cardiac surgery

VR simulation for purposes of training of cardiopulmonary resuscitation as far
as emergency resternotomy procedures after cardiac surgery were developed by
Sadeghi et al. [76]. The proposed solution is at the proof of concept stage and re-
quires further research . However, the use of VR in cardiac surgery may expand in
the coming years to various applications. Virtual reality is also used to create 3D
images of cardiac anatomy and VR connects with AG to mixed reality, which creates
even more application possibilities [55, 71].
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5. Discussion

Overall, the results of our review confirm the opinion on the prospect of research into
the applications of VR in cardiac surgery. We found only one article questioning VR
support for cardiac surgery. It concerns the 3D diagnosis of congenital atrioventricular
valves, yet the authors’ doubts do not concern the value of the method itself, but
whether its validity is certain at this early stage of development. The authors do not
deny that the method itself, when refined, can improve surgeons’ understanding of the
nature of the defect and help them formulate a repair strategy [59]. Such discussions
are desired in science and should take place at such early stages in the development of
individual solutions, allowing scientists and engineers to improve them, and clinicians
to choose the best one. At the same time, two competing technologies were indicated:
Augmented Reality (AR) [70, 75] and 3D printing [38, 42, 97, 99]. This has important
implications in terms of the directions of further comparative research between the
above-mentioned three main technologies.

As directions for further research, it is crucial to define the differences between
teaching using VR (also AR) and traditional quality teaching methods, as well as
training methodologies combining/interweaving the above mentioned teaching modal-
ities [7, 64]. Combining multi-modal sensory data and emotion assessment are also
available, including analysis and simulation by artificial intelligence [7]. A very impor-
tant direction of further research is the recognition of clinical needs – the coordination
of knowledge and experience of engineers, scientists and clinicians may lead to the de-
velopment of new fields of VR applications in previously unexplored areas of cardiac
surgery, which we may not even know are within reach (e.g. cardiac surgery), pre-
ventive, micro- or nanorobotics, cardiosurgical neuroprosthetics based on bioMEMS
and bioNEMS). Clinical 3D modelling must be integrated with the pre-operative
care of patients with heart defects, and the demand for these services is growing
rapidly [22, 43].The use of VR in cardiac surgery is not just in one area and the
benefits may be subject to synergistic effects. Further work is needed to fully demon-
strate the clinical benefits and improved outcomes in post-cardiac surgery patients as
a result of VR-based methods and/or tools.

An interesting area of VR applications is prehabilitation [14, 30], i.e. prepar-
ing patients for cardiac surgery. Each such procedure, no matter how minimally
invasive, is a challenge for the body. Hence the body needs to be properly pre-
pared for it: physically (diet, activity) and mentally (positive attitudes, motivation
to change your lifestyle to a healthier one as part of medicine). Hirota proposed
that VR-prehabilitation may be a promising tool for the prevention of postoperative
delirium POD [30]. This will turn cardiac interventions into a type of personalised
targeted therapy to avoid relapse.

The VR/AR-based curriculum platform should be standardised to benchmark
the development of basic robotic skills, provide common interdisciplinary surgical
education and objectify student achievement. There is also a lack of studies and pub-
lications on the standardisation of management in AV/AR-assisted cardiac surgery.
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Further large-scale randomised clinical trials on large homogeneous groups of patients
are needed to develop standards. These will increase as the technology itself becomes
more widespread.

6. Conclusions

The application of VR technology to cardiac surgery has many aspects and devel-
opment possibilities. Taking into account the current advancement of work in this
field, it can be expected that in the near future, training of doctors and residents
will be based on VR-based virtual and real cases. Cardiac surgery simulation should
be a part of the training program. Combining VR with MRI and CT imaging can
also create models of hearts in difficult cases on which the surgeon can practise be-
fore starting surgery on the patient. Another aspect in the VR-based support of
cardiac surgery will be the development of cardiac robots using VR to perform semi-
automatic or automatic surgery. The next step will be carrying out remote surgery
using VR imaging. The specialist will not have to be physically in the same place as
the patient to participate in cardiac surgery. Using VR and robots, the doctor will see
what is happening during the operation, on this basis, will be able to decide on the
next steps of the operation and will perform the surgery procedure using this robot.
While pre- and post-operative VR-based solutions help patients with rehabilitation
and pain management. This approach will certainly influence the patients’ well-being
and faster return to health.

Currently, VR and AR are used in all the above-mentioned aspects of cardiac
surgery. In combination with Industry 4.0 technologies, the health care system is
improved and Healthcare 4.0 systems are created. Such systems take advantage of
various technologies to improve patient health care. Currently, both VR and AR
applications are being considered. Both technologies complement each other and in
the near future there will probably be solutions based on one or the other technology
implemented in care systems during cardiac surgery.

To sum up the field of VR/AR applications in cardiac surgery is growing rapidly,
and researchers, medical professionals and technology developers continue to explore
innovative ways to use immersive technologies to improve surgical outcomes and pa-
tient care:

1. surgical training and simulation: enhanced training modules and integration of
haptic feedback,

2. patient-specific models based on medical imaging data for pre-operative planning
with AR overlay in surgery (showing 3D reconstructions, vital signs or navigation
cues and other data,

3. telemedicine and remote support: remote consultations (providing real-time guid-
ance and support) and training support in remote areas with limited access to
medical expertise,

4. data integration and analysis and visualisation in a convenient form for the sur-
geon/team, as well as decision support systems.
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VR-based solutions in cardiac surgery are useful both for medical specialists
at various levels of professional development and for the patients themselves. The
VR-based curriculum platform should be standardised to compare the development
of basic robotic skills, provide a common interdisciplinary surgical education, and
objectify student achievement. The new lifestyle required from cardiac surgery pa-
tients is easier to implement thanks to VR-based educational and motivational tools.
However, it is necessary to develop the above-mentioned tools and compare their ef-
fectiveness with AR. With the aforementioned reasons, interdisciplinary collaboration
between scientists, clinicians and engineers is necessary.
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Abstract A proof-of-concept solution based on the machine learning techniques has been

implemented and tested within the MUonE experiment designed to search for

New Physics in the sector of anomalous magnetic moment of a muon. The

results of the DNN based algorithm are comparable to the classical reconstruc-

tion, reducing enormously the execution time for the pattern recognition phase.

The present implementation meets the conditions of classical reconstruction,

providing an advantageous basis for further studies.
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1. Introduction

Significant developments have been applied during the last decades in the field of High

Energy Physics (HEP) experiments, including computing technologies. Searches for

New Physics phenomena, being an expansion of the so-called Standard Model, i.e.

current incomplete theoretical knowledge about the basic behavior of the fundamen-

tal constituents of nature and the interactions between them, lead to experimental

studies carried out at ever increasing energies. The number of particles created by the

interaction of two particles (collision event) is generally increasing with the collision

energy. As a consequence a huge number of charged particles have to be recon-

structed (e.g. in proton-proton collisions), resulting in much more complex event

patterns. A typical event in proton-proton collision showing the tracks of multiple

particles passing through the detector is presented in Figure 1, where the particles

leave energy deposits (hits) in consecutive detector layers, being a basis for further

track reconstruction. In order to enable the search for rare interesting collision events

immersed in a huge background of events exhibiting well-known physics, the data

rates related to the detector luminosity1 have increased enormously (e.g., 40 MHz

readout rate in LHC). It has to be reduced online by more than five orders of mag-

nitude before the information from an event is written on mass storage for further

analysis.

Figure 1. Example of an event in High Energy Physics experiment, showing tracks

of multiple particles passing through the detector [31]

This paper aims to review the machine learning based approach applied in cru-

cial stages of the data analysis process in HEP experiments, i.e. the procedure to

determine basic kinematic parameters of charged particles at their point of produc-

tion and the procedure to establish the location of these production points. They are

1Luminosity translates to the number of collisions per second and it is related to track density.
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commonly called track and vertex reconstruction. High density of tracks in a single

collision event (detector occupancy) in operating and planned high-energy physics

experiments results in a large combinatorics of hits in the event pattern recognition.

Therefore, a novel machine learning based event reconstruction algorithms have been

developed and tested within a framework of the MUonE experiment [2] in order to

maximize the statistical power of the final physics measurement. The results of the

DNN based algorithm are comparable to the classical reconstruction, allowing not

only to reduce execution time of the pattern recognition phase, but also to improve

the precision and efficiency of the track and vertex reconstruction.

2. Particle track reconstruction

in High Energy Physics experiments

2.1. State of the art

In High Energy Physics experiments the reconstruction of charged particle trajecto-

ries in the detectors is the most crucial process as it constitutes the major part of re-

construction time of the whole event. Tracking algorithms partition a collection of

position measurements into groups corresponding to the to the hits originating from

the same particle traversing through the detector. In the next step the parametrized

trajectories are fitted to these collections to extract particle kinematics and locations

of interaction vertices. The obtained results are later combined with measurements

from other detector systems, like calorimeters measuring the particle energy, to con-

struct a complete physical model of an event. In the last stage of the data analysis

the reconstructed events are used to extract the physical quantities.

Traditional tracking algorithms have been used with great success in the HEP

experiments. However they suffer from serious limitations that motivate for searching

new solutions. These algorithms are inherently serial, and scale poorly with detector

occupancy. In particle physics the measurement of charged particle parameters is one

of the most computationally-intensive processes. This process relies on measurements

of particle tracking detectors to construct a particle trajectory by combining the de-

tected hits and resolving the particle momentum via fitting the trajectory points using

the Kalman filter [24], The Kalman filter processes a set of discrete measurements

to determine the internal state of a linear dynamical system (see Fig. 2). Both the

measurements and the system can be subjected to independent random perturba-

tions or noise. By combining predictions based on the previous state estimates with

subsequent measurements, the impact of these perturbations on the following state

estimates can be minimized.

In high luminosity experiments, where multiple particles are produced as a result

of an interaction, the process of isolating detector hits for each particle trajectory relies

on considering each combination of hits that can potentially form a track and then

fitting each hypothesis to determine which one represents a valid trajectory. Also the

noise, always present in particle tracking detectors and resulting in additional hits
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in the detectors, increases the number of possible combinations. This process can

be time-consuming, amounting to the most significant part of the total data post-

processing time. For such methods based on the Kalman filter the CPU needed for

track reconstruction grows rapidly with the luminosity (see Fig. 3). Therefore, more

advanced methods of finding particle trajectories using the measurements from all

active detector elements can be investigated.

Figure 2. Simplified illustration of a typical extrapolation process within a Kalman filter.

The track representation on the detector module 1 is propagated

onto the next measurement surface, which results in the track prediction on module 2 [37]

Figure 3. Expected CPU time per event as a function of instantaneous luminosity collected

by the CMS experiment, for both full reconstruction and the dominant tracking part. The

pile-up (PU) is the number of interactions per beam crossing. PU25 corresponds to the data

taken in 2012, and PU140 corresponds to the HL-LHC era. The CPU time of the recon-

struction is dominated by the track reconstruction [12]
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2.2. Machine learning based track reconstruction

Machine learning methods such as deep neural networks have some promising char-

acteristics that could prove effective for particle tracking. Neural networks are known

to be very good at finding patterns and modeling non-linear dependencies in data.

They also involve highly regular computation that can run effectively on parallel

architectures such as GPUs (Graphics Processing Units).

Neural Networks are therefore widely used in High Energy Physics not only

as a classification tool, but also for other tasks like intelligent data reduction and

time series analysis [27] or reconstruction of a pulse shape from the front-end elec-

tronics [26]. They are used as well to optimize processes in various environments

(Reinforcement Learning), for example automate the management of resources in

a computing cloud [20].

The first approach to use neural networks for particle track reconstruc-

tion was done already in the 1980s [34]. However modern techniques based on

deep learning have started to be studied in the last years. Two categories of ma-

chine learning solutions, image-based and point-based models were investigated [17].

The Convolutional Neural Networks (CNNs) (see for example [13] for descrip-

tion of various types of neural networks) proved to be a very efficient tool in image

recognition. As such they are widely used in physics research, one of the examples is

the CREDO experiment offline trigger using CNN to tag artefacts appearing in the

CREDO database [35].

The computer vision techniques based on CNN such as semantic segmentation

and image captioning have inspired the image-based models of particle track recogni-

tion. In this approach the detector data is treated as an image and the convolutional

and also recurrent neural networks are applied to detect tracks.

Image based track reconstruction

In the image-based approach multiple track finding problem might be treated in a sim-

ilar fashion to the image captioning, where the descriptions of the tracks (i.e., track

parameters) are analogous to the text captions assigned to the various patterns

seen in the image [39]. For this purpose, the long/short-term memory (LSTM) [21]

layer is used.

Figure 4. Convolutional deep neural network with convolutional layers

followed by dense and LSTM layers. Network is trained to reconstruct track parameters

for multiple track events [29]
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In the case of track reconstruction, the Convolutional Neural Network (CNN)

sequentially reconstructs consecutive tracks, which are the sequential input for the

LSTM layer. Example of such a network suited to reconstruct events with multiple

tracks is shown in Figure 4.

The image-based models map nicely onto well-studied problems in computer

vision and sequence modeling. However, when scaling up to the realistic complexity of

particle physics experiments they are suffering from high dimensionality and sparsity.

Point based track reconstruction

In the point-based models, the continuously distributed spacepoint hits are used.

They are structured in a list or tree for learning how to group them into track can-

didates. A recurrent neural network acts as an iterative filter similar to a Kalman

Filter. Therefore the model predicts the position of the point on the next detector

layer. It can be used to build tracks by selecting the closest spacepoint to the pre-

diction at every layer and searches until a complete track is found. This architecture

might use an LSTM layer and fully connected layer with linear activation function to

reconstruct multiple tracks.

Graph Neural Network models

In 2020 the Exa.TrkX project [22] has demonstrated the applicability of Geometric

Deep Learning (GDL) methods to particle tracking [14] (specifically Graph Neural

Networks (GNNs) [38]). GNNs have already proven to be succesfull in computer

vision applications [28]. Such a network is concerned with learning representations

of data that have complex geometrical relationships and no natural ordering, which

corresponds well with hits in the detector. In addition such models are naturally

parallel and therefore well-suited to run on hardware accelerators and GPUs. The

training of such a network might be computational demanding, but an answer of

a trained network is fast and the computer time needed increases linearly with the

number of tracks.

In applications to track finding graphs are constructed from the cloud of hits in

each event. Edges are drawn between hits that may come from the same particle track

according to some loose heuristic criteria. The GNN model is then trained to classify

the graph edges as real or fake, giving a pure and efficient sample of track segments

which can be used to construct full track candidates. Advanced studies concerning

the application of GNNs for track reconstructions were presented by both CMS [9]

and ATLAS [11] experiments.

It was shown [23], that within the simplifying assumptions, the GNN based

track finding algorithm can meet the tracking performance requirements of current,

high luminosity collider experiments. This performance should be robust against

systematic effects like detector noise, misalignment, and pile-up. The GNN based

algorithms are promising and growing in popularity.



Machine learning based event reconstruction for the MUonE experiment 153

3. MUonE experiment

A very promising opportunity to search for New Physics in the sector of muon’s

anomalous magnetic moment aµ has appeared with the new results from g − 2 ex-

periments [6, 8], which measured the anomaly with respect to the Standard Model

prediction at the level of 4.2 standard deviations (see Fig. 5).

Figure 5. Comparison of the measurements of anomalous muon magnetic moment aµ with

the Standard Model prediction [6], where the discrepancy of 4.2 standard deviation between

theory and experiment can be observed. In order to improve the visibility of the discrepancy

the unit on the x-axis corresponds to a given aµ value multiplied by 109 and subtracted

with 1165900

As the main limitation of eventual discovery comes from the precision of the the-

oretical Standard Model predictions, dominated by the uncertainty related to the

hadronic interactions, the idea is to use the process of elastic muon scattering on elec-

trons for the precise estimation of the hadronic contribution to aµ. The experiment

dedicated to measure precisely such a hadronic contribution is the MUonE project [2],

designed to determine the hadronic part of the running of the electromagnetic cou-

pling constant in the space-like region by the scattering of high-energy muons on

atomic electrons in a low-Z target through the elastic process µe → µe [4]. A result

with significantly suppressed statistical uncertainty can be achieved on the hadronic

contribution to aµ, which, together with the results from running [6] or planned [5]

g− 2 experiments supposed to measure directly aµ, would increase the significance of

observed discrepancy up to the level of 7 standard deviations. In order to measure

the hadronic contribution with a required accuracy, a significant boost in precision

and event statistics is necessary. This can only be achieved by accurate performance

of the both the trigger and tracking system of the MUonE experiment.
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3.1. Experimental setup

The data samples of µe → µe elastic scattering will be collected in MUonE experiment

using 150–160 GeV muons impinging on the atomic electrons of Beryllium targets.

The upgraded M2 muon beam at the CERN SPS [15] will be used for this purpose,

delivering high energy and high-intensity muon and hadron beams, and also low

intensity electron beams for calibration. The beams are conducted in the following

way. First, the SPS primary proton beam of 450 GeV impinges on a primary Beryllium

production target, where mainly secondary protons, electrons, pions and kaons are

produced. In the next step the secondary particles are transported in a beam line

allowing the pions and kaons to decay into muons. At this stage a 9.9 m thick

Beryllium absorber stops the left-over hadrons, allowing the muons at the same time

to pass basically unharmed. Next, such muons are momentum-selected employing

large magnetic collimators, and finally the muons with momenta in the range of

100 and 225 GeV/c are selected. The typical maximal intensity for a beam energy

of 160 GeV is 5 · 107 µ/sec.

ECAL

M2 µ beam
150 GeV/c

station #1 #2 #3 #k

e

µ
#N

muon filter
µ chamber

Figure 6. Schematic view of the MUonE experimental apparatus [2]

1 module (2 sensors)

layer 2

e

μ

Target k
~ 100 cm

layer 1 layer 3 layer 1layer 3

Target k+1

Figure 7. Schematic view of a single tracking station [2]

The main detectors of the MUonE experiment [2] are specified in Figure 6 and 7.

The tracking system will provide the precise measurement of the scattering angles of

the outgoing electron and muon, with respect to the direction of the incoming muon

beam. It will contain 40 identical stations (see Fig. 6), each consisting of a 3 cm thick

layer of Beryllium coupled to 3 Si layers (see Fig. 7) located at a relative distance

of about one meter from each other and spaced by intermediate air gaps. Such an

arrangement provides both a distributed target with low-Z and the tracking system.

The silicon strip sensors for the MUonE project are characterized by a large active

area sufficient to cover the full MUonE required acceptance, together with appropriate



Machine learning based event reconstruction for the MUonE experiment 155

spacial resolution. They can also support the high readout rate of 40 MHz required

for MUonE with their accompanying front-end electronics. The downstream particle

identifiers are planned to be installed, required to solve the muon-electron ambiguity.

That will be a calorimeter for the electrons and a muon filter for the muons. A homo-

geneous electromagnetic calorimeter placed downstream all the tracker stations will

be used, in order to accomplish the physical requirements, i.e. particle identification,

measurement of the electron energy and event selection.

3.2. MUonE test beam in 2018

In 2018 the MUonE test run was performed with the aim to provide information for the

design of the final MUonE detector setup [3]. The apparatus used was situated in the

EHN2 experimental area, located behind the COMPASS spectrometer. The 187 GeV

positive muon beam was obtained from decays of pions, which were stopped in the

beam dump in the posterior part of the spectrometer. A 10 × 10 cm2, 8 mm thick

graphite target was followed by the tracking system with 16 microstrip layers consisted

of a 9.293 × 9.293 × 0.041 cm3 single-side sensor with 384 channels (see Fig. 8).

Each tracking layer measured one hit coordinate, x or y. Despite that, stereo stations

rotated by an angle ±π/4 were added. A calorimeter located at the end of the

system, composed from BGO tapered crystals, covered an angular acceptance of about

15 mrad on each side from the center of Si layers.

Figure 8. Schematic view of the apparatus used in the MUonE 2018 test run [3]
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From the data collected at the last period of the 6 months run, after the final

requirements on the presence of an incoming track and at least two outgoing tracks,

the number of events used in the analysis was reduced to ∼94 · 103. The event recon-

struction consisted of the following main steps: the pattern recognition, 2-dimensional

track finding, combining 2-dimensional track candidates into a 3-dimensional track

and finally, constructing a scattering event from three 3-dimensional tracks with a ded-

icated kinematic vertex fit based on a constrained least square method. Finally, this

allowed to obtain a clean sample of µe elastic scattering events.

The angular resolution was determined with the simulation, which met the

MUonE 2018 test beam configuration. A sample of ∼100 · 103 events was produced,

where the incoming muon beam was assumed to be a monoenergetic beam with en-

ergy of 187 GeV, and x and y distributions were adjusted to match the ones mea-

sured with data.

4. Machine learning based track reconstruction for MUonE

The measurement of the hadronic contribution to aµ in the MUonE experiment re-

quires novel fast and efficient real-time based algorithms for the track and vertex re-

construction, together with a flexible trigger system. New event reconstruction meth-

ods developed for the MUonE experiment, based on the novel hardware-triggerless

techniques or, alternatively, on machine learning methods implemented on parallel

GPU processing, may become a standard approach in the future High Energy Physics

experiments, facing an enormously tight execution time imposed by a fully software

trigger system and achieving a maximum possible event reconstruction efficiency and

precision. It will allow to efficiently reduce the size of data expected to increase

fastly in the future experiments, and also to maximize the statistical power of the

final physics measurement. In the MUonE experiment the algorithms of track find-

ing based on machine learning techniques are being developed and tested in order to

speed up the reconstruction process. This may lead to the significant acceleration of

the execution of pattern recognition algorithms in the real-time event reconstruction

algorithms. Moreover, the use of DNN techniques may significantly improve both

the reconstruction efficiency and the precision of measuring the parameters that are

crucial for final measurement.

4.1. Two-dimensional machine learning based reconstruction

A first approach to use the machine learning techniques in context of the MUonE

experiment [29] was based on an image-based model and a convolutional neural net-

work [30]. This type of neural network is predominantly used in computer vision

tasks, using a set of filters (called kernels) that analyze the image with a relatively

small perception window (few pixels in size) that scans the input to produce the acti-

vation map of the filter. Network creates a set of filters sensible to different features

in the input. Single filter can find multiple instances of the feature in the input image.
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Training and testing datasets were generated using a two-dimensional toy-model.

In total 40 · 103 events corresponding to an elastic scattering signal with the MUonE

2018 test beam configuration (see Sec. 3.2) were produced. Each event contained

one or two tracks reconstructed with the linear fit and was represented with a two-

dimensional 28 × 28 pixel image. Optionally, the noise was also included.

The neural network was implemented in KERAS [25] with TensorFlow [1] back-

end. It was trained to respond to the input image with slopes and intercepts of the

tracks. Two convolutional layers were used with 3 × 3 convolution window, followed

by the MaxPooling layer and another two convolutional layers. The dropout layer was

used to control the overtraining. Final regression was performed using the 1024-node

dense layer. The full network had over 2 million trainable parameters. For multi-

track events, long/short-term memory (LSTM) mechanism was used. It was inspired

by the work of HEP.TrkX project [16, 18]. To make events more realistic, noise and

pixel inefficiency was introduced. Noise could be defined in the 0–30% range, meaning

a probability of pixel not belonging to the track to generate a signal. Pixel efficiency

was lowered to 70% by changing the probability of track pixel to generate a signal.

Results provided by the CNN were used to find hits closest to the track can-

didates. The tracks were reconstructed using linear robust fit [10]. Differences be-

tween reconstructed and true tracks are shown in Figure 9, including 10% and 30%

noise levels. Results were compared with the classical reconstruction algorithm (in-

cluded in the plots). The neural network based approach proved to be successful and

prompted the further development using three-dimensional approach.

Figure 9. Comparison of the distributions of the difference between the reconstructed and

true track parameters: slope (left) and intercept (right), between CNN-based and classical

track reconstruction. Noise level at 10% (top) and 30% (bottom). Figure taken from [29]
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4.2. Three-dimensional DNN based track reconstruction

A natural next step after the work described in the previous section was an imple-

mentation of the machine learning based approach into three dimensions [40], that

would meet much better the requirements of the MUonE experiment. In general an

artificial neural network was designed to reproduce properly the track parameters.

Based on the set of hit coordinates, the network’s task is to predict the slope and the

intercept of the track for each of two outgoing µ-e elastic scattering signal particles.

4.2.1. Learning dataset

The tracking detector of the MUonE experiment (in the final detector configuration

as well as in the 2018 test run) is based on silicon strip sensors which provide only one

value for the measurement that can be combined with the sensor position along the

beam axis to create two-dimensional representation of the hit position, i.e. (x, z) or

(y, z). An assumption was imposed that input data for the network will not include

the information about the type of the hit (x, y, or u, v for stereo layers), but all the

hits will be ordered by an increasing z coordinate.

The training dataset was generated using a leading-order event generator with

the detector simulation preformed with Geant4 [7]. The sample contained about

100 · 103 events corresponding to the MUonE 2018 test beam setup described in

Sec. 3.2. Input vector of the neural network consisted of 20 floating point values

representing the measurements of the detector. Hits were arranged by the increasing

z coordinate, without distinction between x, y and stereo hits. The z coordinates

were not included in the input vector, as they were identical in all events. For each

event a ground truth was provided in the form of slope and intercept of outgoing

tracks, 12 values in total. The dataset was split into training and testing subsets

in the 4 : 1 ratio.

4.2.2. Artificial neural network

The PyTorch [32] was chosen as the machine learning framework, as it incorporates

tools needed for data handling, training process and inference, all with GPU support

to accelerate underlying matrix-based computations. The input vector contained col-

lection of hits described in the previous section. To reduce its size as well as the size

of correlated network and its complicity, information not critical for the track recon-

struction was removed. Hits were sorted by ascending z value, which made explicit

use of this coordinate, repeating in all events, redundant. In addition, hits related to

the incoming muon were skipped, as the algorithm focused on the reconstruction of

outgoing tracks. Final input vector included 20 values, each representing a measure-

ment made by a silicon strip sensor. There was no distinction among x, y and stereo

hits. The output vector contained slopes and intercepts of the two outgoing tracks,

represented in x-z and y-z projections, totalling in 8 values. For ease of comparison,

this is the same format as the ground truth was provided in.
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The artificial neural network consisted of four fully connected layers of 1000 neu-

rons each, with additional layers for input and output (see Fig. 10). It is important

to mention that at this stage of development no hyperparameter optimization was

performed, i.e. parameters of the network were arbitrarily set to achieve acceptable

results in reasonable time during the development. The MSELoss (Mean Squared Er-

ror Loss) [36] was chosen as the loss function, its implementation from the PyTorch

package was used. In the process of training, the network was optimized in a way that

minimized the mean squared error between the output and ground truth. In terms

of the activation function, ReLU (rectified linear unit) was used, as being suitable for

deep neural networks.

Figure 10. Architecture of the neural network used for track reconstruction. The input

layer has 20 nodes, the following four hidden layers have 1000 nodes each and the output layer

consists of 8 nodes. Number of nodes in the hidden layers in plot was reduced from 1000 to

25 for clarity

4.2.3. Reconstruction algorithm

Comparison of the DNN-predicted tracks with the ground truth revealed that tracks

are relatively close to each other (see Fig. 11), however reconstruction did not pro-

vide a precision required in the experiment. More complex algorithm had to be

developed, where DNN was responsible only for the pattern recognition, being the

most CPU time-consuming stage of the reconstruction in comparison to relatively

fast linear fitting. Proposed algorithm is presented in Figure 12 and described in the

following sections.
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Figure 11. Example of the tracks reconstructed by the DNN, before applying further steps of

the reconstruction algorithm. The ground truth shown in grey
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Figure 12. The DNN-based algorithm for track reconstruction

• Deep neural network based pattern recognition.

In the first step, the DNN machine learning model was used to turn the collection

of hits representing µ-e elastic scattering signal event into three-dimensional track

candidates. Every hit was then assigned to the DNN-reconstructed track that

was the closest geometrically in its plane. Example of the event with hits assigned

to the tracks is shown in Figure 13.
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Figure 13. Example of the collections of hits corresponding to the µ-e elastic scattering

signal tracks constructed based on the DNN-predicted track candidates. Points represent

the hits in x-z projection, colours correspond to the particle type

• Two-dimensional linear fit.

At this stage, RANSAC method (Random Sample Consensus) [19] was used to

reconstruct two-dimensional temporary tracks in z-x and z-y projections. The

RANSAC iterative algorithm was chosen as it is effective for outlier removal.

Implementation provided in Scikit-learn package [33] was used. As a result, two

2D lines were established in both z-x and z-y planes. Example of temporary

tracks resulting from the 2D linear fit in z-x projection is shown in Figure 14.

z [mm]

x [mm]

Muon
Electron
Incoming muon

Figure 14. Example of the result of the linear fit (solid lines) in x-z projection for an outgoing

muon and electron from the µ-e elastic scattering signal event. The points represent the hits

in x-z projection, colours correspond to the particle type
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• Final 3-dimensional track fit.

Two-dimensional temporary tracks from the previous step were used to extrapo-

late the missing coordinate for each hit. With a collection of 3D hits assigned to

every track, the final linear fit was performed with 3-dimensional RANSAC algo-

rithm. Example of reconstructed three-dimensional tracks is shown in Figure 15.

z [mm]

x [mm]

y [mm]Muon
Electron

Figure 15. Example of the result of the 3D linear track fit (solid lines – red for muon and

green for electron) for an outgoing muon and electron from the µ-e elastic scattering signal

event. The points represent the hits, colours correspond to the particle type (red for muon

and green for electron)

4.2.4. Results

To assess the quality of the reconstructed tracks, the resolutions in track slopes were

determined. To achieve this, histograms of difference in slopes between reconstructed

track and ground truth were fitted with the Gaussian distribution, and the value of the

standard deviation was interpreted as the resolution. In the case of electron track dou-

ble Gaussian was used as this particle is more affected by the multiple scattering. The

same procedure was performed for the tracks reconstructed with classical algorithm.

Distributions of the slope differences are shown in Figure 16 and resolutions are sum-

marized in Table 1. Additionally, efficiencies of the reconstruction algorithms were

compared. Efficiency in this case is defined as the percentage of the tracks with the

slope calculated with difference less than 1 ·10−2 when compared to the ground truth.

Efficiencies of reconstruction algorithms are compared in Table 2. Results achieved by

the DNN-based algorithm are on pair with the conventional algorithm. Differences, if
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present, are not significant. This shows that the machine learning approach to track

reconstruction has a great potential and should be investigated further.
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Figure 16. Distributions of slope difference of reconstructed tracks (left for muons, right for

electrons) in relation to the MC truth, for DNN-based algorithm (upper plots) and classical

reconstruction (bottom plots)

Table 1
Slope resolutions for an outgoing muon and electron

Particle DNN based [mrad] Classical [mrad]

Muon σ = 0.000018 σ = 0.000019

Electron σ1 = 1.290 σ1 = 1.230

σ2 = 0.245 σ2 = 0.244
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Table 2
Efficiencies of reconstruction algorithms, as defined in the text

Particle DNN based [%] Classical [%]

Muon 100 99.98

Electron 99.66 99.38

5. Summary and outlook

The present DNN based algorithm prototype for the three-dimensional track recon-

struction in the MUonE experiment proved to be competitive with the classical track

reconstruction tasks in terms of quality, with potential performance benefits. Further

development will involve the implementation of the neural network architecture based

on Graph Neural Network. Graph Neural Networks (GNNs, subsection 2.2) ensure,

among others, the inductive bias, reduction of number of parameters, more elaborated

loss function, and above all a much more natural data representation. New event re-

construction methods being developed for the MUonE experiment, based on the novel

hardware-triggerless techniques using machine learning methods may become a stan-

dard approach in the future High Energy Physics experiments, facing an enormously

tight execution time imposed by a fully real-time reconstruction and achieving a max-

imum possible efficiency and precision. Although such techniques are not yet applied

on a scale in any High Energy Physics experiments, they are intensively developed

and planned to be employed in the near future.
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