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Abstract—Among all the techniques combining multi-carrier

modulation and spread spectrum, the multi-carrier code di-

vision multiple access (MC-CDMA) system is by far the most

widely studied. In this paper, we present the performance

of the MC-CDMA system associated with key single-user de-

tection techniques. We are interested in problems related to

identification and equalization of mobile radio channels, using

the kernel method in Hilbert space with a reproducing kernel,

and a linear adaptive algorithm, for MC-CDMA systems. In

this context, we tested the efficiency of these algorithms, con-

sidering practical frequency selective fading channels, called

broadband radio access network (BRAN), standardized for

MC-CDMA systems. As far as the equalization problem en-

countered after channel identification is concerned, we use

the orthogonality restoration combination (ORC) and the

minimum mean square error (MMSE) equalizer techniques

to correct the distortion of the channel. Simulation results

demonstrate that the kernel algorithm is efficient for practical

channels.

Keywords—BRAN channels, equalization, kernel method, MC-

CDMA, reproducing kernel Hilbert space.

1. Introduction

The problem of identifying a finite impulse response (FIR)

system is the subject of interest for a large number of re-

searchers [1]–[7]. Indeed, identifying a system means find-

ing a set of parameters that form a mathematical model

linking the different variables of the system [8]. Identifi-

cation of linear systems has been carried out for decades

using stochastic gradient algorithms. However, today, be-

cause of their complexity, the systems are becoming more

non-linear. Given the increasing use of non-linear mod-

els in real systems, numerous resolution methods for the

identification of non-linear systems, such as Volterra fil-

ters, neural networks and kernel methods, have been de-

veloped [9]–[14]. Kernel-based methods have been highly

successful success in a wide range of fields over the

past decade [15]. They are founded on the robust math-

ematical framework of reproducing kernel Hilbert spaces

(RKHS), creating an interesting framework for the devel-

opment of adaptive non-linear filters [8], [16]. Concerns

related to the application of these algorithms have led us to

consider the problem of equalization of MC-CDMA sys-

tems using BRAN channels. In order to solve these is-

sues, several authors have suggested additional approaches

in [17]–[24]. Innovative multi-carrier CDMA [25] trans-

mission techniques are emerging as high-potential solu-

tions for the fourth-generation of cellular networks, due

to the many advantages of MC-CDMA, such as reduced

inter-symbol interference (ISI), excellent spectral efficiency,

as well as the ability to prevent frequency-selective fad-

ing, multi-carrier modulation and demodulation using in-

verse fast Fourier transform (IFFT) at the transmitter and

fast Fourier transform (FFT) at the receiver, as these

are less complicated to implement. MC-CDMA has ac-

quired a great deal of importance in multi-user wire-

less communication systems [26]. In this paper, the main

goal is to analyze the performance of MC-CDMA sys-

tems used for downlink over BRAN channels. We con-

sidered two practical frequency-selective fading channels

called broadband radio access network (BRAN C and

BRAN E), standardized by the European Telecommu-

nications Standards Institute (ETSI) [27], [28]. Perfor-

mance of the downlink MC-CDMA systems’ bit error rate

(BER) using the BRAN measures is shown and compared

with the results achieved with the kernel LMS and LMS

algorithms.

The present paper is arranged as follows. In Section 2, we

introduced the Hammerstein system identification architec-

ture. In Section 3, derivation of the least mean square algo-

rithm is presented. Section 4 reviews some basic concepts

of the kernel methods, and the kernel least mean squares

identification algorithm is presented. Section 5 depicts the

model of the MC-CDMA system. Monte Carlo simulations

of those algorithms are presented in Section 6 and, finally,

Section 7 concludes the paper.
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2. System Architecture

Let us consider a Hammerstein model represented in Fig. 1.

It consists of a non-linear static function followed by an

invariant time linear block.

Fig. 1. Basic structure of a Hammerstein system with additive

noise bk [9].

The system’s output for a defined input signal xk, where

k = 0,1, . . ., is obtained as follows:

dk =
L−1

∑
i=0

hi f (xk−i)+bk, (1)

where xk is the symbol emitted by the source at moment

k, the channel impulse response {hi}i=0,1, ...,L−1 , L is the

order of FIR system, and f (.) is the non-linearity.

Throughout this paper, we rely on the following hypotheses

concerning the system:

• input xk, is independent and identically distributed

(i.i.d.) with the zero mean.

• additive noise bk is Gaussian and independent of xk
and dk.

• non-linearity f (.) is continuous and invertible for any

finite x.

• there is no delay in the system, i.e. h0 6= 0.

3. LMS Algorithm

The least mean squares (LMS) [29] algorithm is one of

the most popular algorithms for calculating coefficients of

a finite impulse response filter. It is used to update the

adaptive filter weights at each iteration:

ωn+1 = ωn + µLMSenxn, (2)

where xn = [xn,xn−1, . . . ,xn−L+1]
> is the reference

signal vector of length L at moment n, ωn =
ω0,n,ω1,n, . . . ,ωL−1,n]

> ∈ R
L is the weight vector, en =

dn−yn is the error between the desired signal and the out-

put filter and µLMS is known as the algorithm’s step-size

parameter. Its value has an impact on the performance of

the LMS algorithm. In order to ensure the convergence of

the weighting vector, it is necessary for the convergence

step to be included in the interval below [30]:

0 < µLMS <
2

λmax
, (3)

with λmax being the maximum eigenvalue of the autocorre-

lation matrix, their values are non-negative.

The main disadvantage of this algorithm is the degradation

of its performance when resolving non-linear problems.

4. Kernel-Based Adaptive Filters

Kernel methods undergo intense development these days,

as they drive progress, both in terms of computational cost

and performance achieved. They are based on a central

principle known as the “kernel trick”, exploited for the first

time with the support vector machine (SVM) [31], adding

a non-linear character to many originally linear methods. In

practice, the kernel trick consists in rewriting an algorithm

in which all relations between data inputs may be written

as inner products, and replacing these products by scalar

functions of two variables, where the original data input

has been mapped to a non-linear Hilbert space (infinite-

dimensional) using the Mercers theorem [13]:

κ(xi,x j) = 〈ψ(xi),ψ(x j)〉H, ∀(xi,x j) ∈ E
2
, (4)

where ψ maps E into a higher dimensions space H with

an inner product 〈., .〉H. Generally, dim(E) � dim(H).

In [13], [32]–[34], the authors have presented a detailed sur-

vey of the kernel method’s characteristics. Figure 2 shows

a functional diagram illustrating an adaptive filter based on

the kernel, where {xn}N
1 is the vector of N most recent in-

put signal samples, {yn}N
1 is the estimated desired response,

and {en}N
1 is the estimation error.

Fig. 2. Kernel-based adaptive system identification [35].

Any positively defined kernel can be seen as a scalar prod-

uct in a functional space called the reproducing kernel

Hilbert space (RKHS). This is therefore the property that

a kernel must have to be validated. In order to properly

determine the existence condition of a functional space H,

let us first start with some definitions [8], [36].

Definition 1 (positive definite kernel). A kernel is called

positive definite if, for each input data point {xi}N
i=1 ∈ E, it

satisfies the following condition:

α>Kα =
N

∑
i, j=1

αiα jκ(xi,x j) ≥ 0, (5)

for all N ∈ N, (x1, . . . ,xN) ∈ E
N and (α1, . . . ,αN) ∈ R

N .

We can assign an orthonormal base to a Hilbert space H in

order to represent the elements of H from their coordinates.
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The associated kernel must be a continuous, symmetric,

normalized and positive definite function κ : E×E → R. E

is the input domain, a compact subset of R
N .

Definition 2 (reproducing kernels and Hilbert spaces). Let

(H,〈., .〉H) represent a Hilbert space compromising func-

tions of E in R. The function κ(xi,x j) of E×E in R is

the reproducing kernel of H, provided that H admits one,

if there exists a function κ(x, .) : xi −→ κ(x,x j) belongs to

H, for any x ∈ E.

4.1. Kernel Least Mean Square

Here, we present the LMS kernel algorithm [37]–[39]. The

basic idea is to run the linear LMS algorithm specified by

Eq. (2) in the kernel feature space which is associated with

the positive defined kernel κ . The sequence of samples is

transformed by means of a feature map:

ψ : E −→ H

x −→ κ(x, .) . (6)

To construct the RKHS model, we use the Gaussian kernel:

κ(xi,x j) = e
−
‖xi − x j‖2

2σ 2
, ∀xi,x j ∈ E , (7)

where σ > 0 is the width of the kernel.

Fig. 3. Define a characteristic map.

Figure 3 shows data space E and space H induced by the

kernel reproducing κ . This mapping represents each input

point x by its similarity κ(x, .) to all other points in the E

domain. In order to build a feature space associated with ψ ,

the image of ψ must be transformed into a vector space with

an inner product [32]. Now let us assume that the sequence

of samples is transformed using feature map ψ . The LMS

logic may be applied on the following transformed data:

{(ψ(x1),y1),(ψ(x2),y2), . . . (ψ(xn),yn), . . .}. (8)

As a consequence of the linear structure of the cost function

Jθ (n) = E[(dn−yn)
2] can be minimized compared to θ . We

could solve this in the similar manner as in the LMS algo-

rithm, using the instant-stochastic estimation, which gives:

θ̂n+1 = θ̂n + µeiψ(xi). (9)

The main difference with LMS is that in Eq. (10) it is in

a space of possibly infinite dimensional characteristics and

its direct updating it would be virtually impossible. Instead,

we will use each θ̂n of them to link to their initialization θ̂0:

θ̂n = θ̂0 + µ
N

∑
i=1

eiψ(xi). (10)

By initializing the solution with a value 0, the solution can

be expressed, after n iterations, as:

θ̂n = µ
N

∑
i=1

eiψ(xi). (11)

By using the kernel trick, the following prediction function

is obtained:

〈θn,ψ(xn)〉H = µ
N

∑
i=1

ei〈ψ(xi),ψ(xn)〉

= µ
N

∑
i=1

eiκ(xi,xn), (12)

where κ(xi,xn) is a Mercer kernel, representing the inner

product 〈ψ(xi),ψ(xn)〉 [39], and N is the number of training

samples.

5. MC-CDMA System

The MC-CDMA technique is based on concatena-

tion of the spread spectrum and multi-carrier modula-

tion [42]–[40]. Instead of applying the spread-spectrum

technique in the time domain, we apply it in the frequency

domain, by modulating the different chips of the spreading

code with OFDM subcarriers. More precisely, the complex

symbol y j specific to each user j is first multiplied by its

user-specific Walsh-Hadamard spreading code:

C j = (cu, j)
ᵀ

0<u≤Lc
of length Lc ,

where (.)ᵀ designates the matrix transposition, then applied

to the input of the multi-carrier modulator. Each sub-carrier

transmits an information element multiplied by a chip of the

specific code to this sub-carrier.

Figure 4 presents the general organization of a synchronous

downlink based on the MC-CDMA technique in a scenario

where length Lc of the spreading code is equal to number

Nc of sub-carriers. In order to ensure orthogonality be-

tween subcarriers after the spreading function, the space

between two adjacent subcarriers is proportional to the in-

verse of the Tc duration of an MC-CDMA symbol on each

subcarrier. For the j-th transmitter, the emitted signal was

represented as:

s j(t) = ℜ

{

1√
Nc

Nc−1

∑
k=0

y jc j,ke
i2π fkt

}

, with fk = f0 +
k
Tc

.

(13)

fk designates the relative frequency, Nc corresponds to the

number of subcarriers used, factor 1√
Nc

is the power nor-

malization term and c j,k ∈ {−1,1} denotes the spreading

code.
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Fig. 4. MC-CDMA transmitter and receiver studied.

The propagation channel is time invariant and can be ex-

pressed in the delay domain by its impulse response:

h(τ) =
L−1

∑
l=0

βle
jθl δ (τ − τl) , (14)

where βl and θl are the magnitude and the phase of the

channel, respectively.

The downlink MC-CDMA signal at the input of the receiver

is noted r(t) and is written as [43]:

r(t) = h(t)∗ s(t)+b(t) , (15)

r(t) =
1√
Nc

L−1

∑
l=0

Nu−1

∑
j=0

Nc−1

∑
p=0

R{βle
jθ y jc j,pe2jπ fk(t−τl)}+b(t) ,

(16)

where Nu is the number of users, R is a function of the

real part, and b(t) is additive white Gaussian noise.

The MC-CDMA symbol received may be expressed in

a vector form by:

r = [r0,r1, ...,rNc−1] = HCy+b , (17)

where r designates a vector made up of the values received

on each subcarrier, and matrix H represents the channel

coefficients diagonal matrix:

H =








h0 0 · · · 0
0 h1 · · · 0
...

...
. . .

...

0 0 · · · hNc−1








. (18)

5.1. Single-user Equalization for the MC-CDMA System

The basic principle of equalization techniques is to re-

duce the effects of fading and interference, thus making

it easier to make a decision about the received data sym-

bols [17], [19]. Using the previous matrix notation, G, the

diagonal matrix is composed of the g j equalization coeffi-

cients and can be expressed by:

G =








g0 0 · · · 0
0 g1 · · · 0
...

...
. . .

...

0 0 · · · gNc−1








. (19)

When equalized and de-spread according to sequence c j of

the user under consideration, estimation ŷ j of the emitted

symbol may be expressed as:

ŷ j = c j.G.r . (20)

Substituting Eq. (17) into Eq. (20) gives:

ŷ j = c j.G.H.C.y+ c j.G.b . (21)

Matrix C represents Nc spreading codes c j specific to each

user j:

C =







c0,0 · · · c0,Nu−1

cLc−1,0 · · · cNc−1,Lc−1







, (22)

thus:

ŷ j =
Nc−1

∑
p=0

C2
p, jgphpy j +

Nu−1

∑
q=0
q6= j

Nc−1

∑
p=0

Cp, jCp,qgphpyq

+
Nc−1

∑
p=0

Cp, jgpbp . (23)

Well-known single-user detection techniques include, inter

alia, ORC and MMSE equalization.

5.1.1. Orthogonality Restoration Combination (ORC)

In order to completely cancel the phase and amplitude dis-

tortions provided by the channel, the ORC technique, also

known as zero forcing (ZF), may be employed [23], [44]:

gorc =
1

|hp|
, with 0 ≤ p ≤ Nc −1 . (24)

Equation (23) allowing to obtain the estimation ŷ j of the

symbol y j of the user j is then written as:

ŷ j =
Nc−1

∑
p=0

C2
p, jy j +

Nu−1

∑
q=0
q6= j

Nc−1

∑
p=0

Cp, jCp,qyq

+
Nc−1

∑
p=0

Cp, j
1
hp

bp . (25)
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Assuming that the spreading codes used at the transmitter

level are orthogonal, we have:

Nc−1

∑
p=0

Cp, jCp,q = 0, ∀ j 6= q. (26)

The Eq. (25) reduces to:

ŷ j =
Nc−1

∑
p=0

C2
p, jy j +

Nc−1

∑
p=0

Cp, j
1
hp

bp.

However, the main drawback of this technique is that, for

weak amplitudes of hp, the multiplication by an inverse

function of the channel results in a strong amplification of

the noise, which rapidly increases the value of gorc.

5.1.2. Minimum Mean Square Error (MMSE)

Equalization performed according to the MMSE criterion

aims to minimize the mean square value of the error be-

tween vector S of the transmitted signal and its estimate

Ŝ = GR generated at the output of the equalizer:

J = E{|ε |2} = E{|S−GR|2} , (27)

where R = (R0, . . . ,Rk, . . . ,RNc−1) and G = (G0, . . . ,

Gk, . . . ,GNc−1) are the symbol vector returned at the output

of the FFT and the gain vector of the equalizer, respectively

[45], [23]. This mean squared error J is minimal when the

equalizer’s Gk gains are such that both the received signal

and the error signal are orthogonal, meaning that:

E{εR∗>} = 0 . (28)

When the number of users is equal to length Lc of the

code, the optimal equalizer coefficients, according to the

mean square error minimization criterion, are:

gmmse =
h∗p

|hp|2 + 1
γp

, with γp 6= 0 , (29)

where gmmse,p is the p-th complex channel gain, the opera-

tion ∗ is the complex conjugate and γp is the signal-to-noise

ratio for subcarrier p. The estimated received symbol, ŷi
of the symbol yi of user i is represented by:

ŷ j=
Nc−1

∑
p=0

C2
p, j

|hp|2
|hp|2 + 1

γp

y j

︸ ︷︷ ︸

λ

+
Nu−1

∑
q=0

Nc−1

∑
p=0

Cp, jCp,q
|hp|2

|hp|2+ 1
γp

yp

︸ ︷︷ ︸

ς (q6= j)

+
Nc−1

∑
p=0

Cp, j
h∗p

|hp|2 + 1
γp

bp

︸ ︷︷ ︸

η

, (30)

where λ is the usable signal portion, ς is the multiple

access interference and η in the noise term.

If we assume that the code for spreading is orthogonal, that

is:
Nu−1

∑
p=0

Cp, jCp,q = 0, ∀ j 6= p . (31)

So, Eq. (30) becomes:

ŷ j =
Nu−1

∑
p=0

C2
p, j

|hp|2
|hp|2 + 1

γp

y j +
Nu−1

∑
p=0

Cp, j
h∗p

|hp|2 + 1
γp

bp . (32)

6. Simulation and Results

The simulation will allow us to study the performance of

the adaptive kernel filtering algorithm. The mean square

error (MSE) will be used to measure the accuracy of the

estimated values as:

MSE(h, ĥ) =
1
p

p

∑
i=1

[

h(i)− ĥ(i)
h(i)

]2

, (33)

where h(i) is the measured impulse response, ĥ(i) is the

estimated impulse response, and p represents the length of

the impulse response.

MC-CDMA system’s equalization performance in the

single-user downlink scenario is evaluated using MMSE

and ORC equalizers. This assessment is carried out using

measured and estimated parameters of practical broadband

radio access network (BRAN C and BRAN E) models to

determine the bit error rate (BER), applying KLMS and

LMS algorithms.

6.1. BRAN C and BRAN E Parameters

In Tables 1 and 2, we represent the measured values corre-

sponding to BRAN C and BRAN E radio channels’ impulse

response. The impulse response of each model is:

h(n) =
p

∑
i=1

Miδ (n− τi) , (34)

where δ (n) is the Dirac’s function, τi is path’s i time delay,

Mi is path’s i magnitude, where their impulse responses are

between 0 and 1, Mi ∈ N(0,1), i = 1, . . . , p and p = 18 is

the number of paths.

Table 1

Delay and magnitudes of 18 targets of a BRAN C channel

Delay Magnitude Delay Magnitude

τi [ns] Mi [dB] τi [ns] Mi [dB]

0 -3.3 230 -3.0

10 -3.6 280 -4.4

20 -3.9 330 -5.9

30 -4.2 400 -5.3

50 0 490 -7.9

80 -0.9 600 -9.7

110 -1.7 730 -13.2

140 -2.6 880 -16.3

180 -1.5 1050 -21.2

Table 3 shows the various parameters of the MC-CDMA

system implemented for the two BRAN channels: C and E.
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Table 2

Delay and magnitudes of 18 targets of a BRAN E channel

Delay Magnitude Delay Magnitude

τi [ns] Mi [dB] τi [ns] Mi [dB]

0 -4.9 320 0

10 -5.1 430 -1.9

20 -5.2 560 -2.8

40 -0.8 710 -5.4

70 -1.3 880 -7.3

100 -1.9 1070 -10.6

140 -0.3 1280 -13.4

190 -1.2 1510 -17.4

240 -2.1 1760 -20.9

Table 3

Simulation parameters

Characteristic parameters Configuration

Spreading code lengths Lc 64

Sampling frequency fs 20 MHz

Number of sub-carriers Nc 64

Symbol times Ts 3 µs
Number of users Nu 64

Spreading codes Walsh-Hadamard

OFDM modulation FFT 64 samples

Channel model BRAN (C and E)

Performance metrics BER and MSE

6.2. Performance Results

6.2.1. ETSI BRAN C Channel

The parameters of the impulse response ETSI BRAN C

radio channel estimated using the two algorithms are pre-

sented in Fig. 5, for a scenario with SNR = 15 dB, the num-

ber of input signal samples fixed at N = 1024 and 50 Monte

Carlo iterations used. One may notice that the response es-

timated using the kernel algorithm matches the real values,

Fig. 5. Estimate of the BRAN C channel amplitude depending

on the delay time.

but when estimating the channel impulse response using the

LMS algorithm, there is an apparent difference between the

estimated and the measured values.

The mean square error values for the two algorithms are

presented in Fig. 6, for an SNR varying between 0 dB and

40 dB and the number of samples equaling N = 1024. We

find that the kernel algorithm offers the best performance in

terms of MSE criteria even in a highly noisy environment,

compared to the LMS algorithm.

Fig. 6. Comparison of algorithms in terms of MSE for different

SNR values and for the data length of N = 1024, BRAN C channel.

Figure 7 demonstrates estimates concerning of the ampli-

tude and phase of the BRAN C channel, using the least

mean square and the kernel least mean square algorithms,

for a number of samples equaling N = 1024 and for an

SNR = 15 dB. These results allow us to conclude that the

kernel algorithm is more efficient compared with the LMS

algorithm, because it allows us to have the same paces of

the estimated (amplitude and phase) and those measured.

Figures 8 and 9 show, respectively, the BER simulation re-

sults, in the single-user and in the downlink scenario, for

different SNRs obtained using ORC and MMSE equalizers,

based on the measured parameters of the BRAN C channel

and parameters estimated by the KLMS and LMS algo-

rithms. From these simulation results (Fig. 8), one may

conclude that the KLMS algorithm predicts the same per-

formance values as those measured for the BRAN C chan-

nel, as opposed to the LMS algorithm which yields values

quite different from their measured counterparts (BRAN

C). Indeed, the Kernel LMS algorithm’s BER values are

inferior to those achieved by the LMS algorithm. From

Figs. 8 and 9, we can conclude that:

• when using ORC equalization measured values. Both

the two algorithms give the 1 bit error if we receive

102 bits for SNR = 24 dB, with an advantage over

the kernel algorithm (Fig. 8),
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Fig. 7. Estimation of the amplitude and phase of the BRAN C

channel, for the data length of N = 1024 and SNR = 15 dB.

Fig. 8. BER vs. SNR of the estimated and measured BRAN C

channel, using the ORC equalizer.

• in the case of the MMSE equalizer, if SNR = 24 dB

we just get a 1 error bit, when we receive 104 bits,

with an advantage over the kernel algorithm (Fig. 9).

We conclude that the MMSE technique is more efficient

than the ORC technique in the case of the ETSI BRAN C

radio channel.

Fig. 9. BER vs. SNR of the estimated and measured BRAN C

channel, using the MMSE equalizer.

6.2.2. ETSI BRAN E Channel

Figure 10 shows the estimated parameters of the BRAN E

channel impulse response, as a function of the path delays,

for a data length of N = 1024, SNR = 15 dB, and 50 Monte

Carlo runs. One may notice that the best performance is

obtained by the kernel LMS algorithm.

Fig. 10. BRAN E channel amplitude estimates depending on the

time delay.

The mean square error values for the two algorithms are

represented in Fig. 11, for different SNR and for the num-

bers of samples equaling N = 1024. One may notice

that the performance of LMS is almost unaffected by any

considerable disturbance, whereas the performance of the

kernel has been significantly reduced due to its sensitiv-

ity to low SNR. The kernel algorithm achieves the best

performance, with higher convergence speed and mini-

mized MSE.

7
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Fig. 11. Comparison of algorithms in terms of MSE for different

SNR values and N = 1024, BRAN E channel.

As summarized in Figs. 11 and 6, it can be seen that the

LMS algorithm is more effective in the case of the BRAN

C channel, due to the greater level of fluctuations in the

BRAN E channel. On the basis of the obtained results,

one may notice that when the SNR value is lower than

5 dB, the value of MSE obtained with the KLMS algorithm

(MSE > 100, if SNR = 0 dB) is slightly higher than the one

obtained with LMS (MSE = 100, if SNR = 0 dB), but when

SNR > 5 dB, we note the stability of the MSE value of the

LMS so that no SNR value was affected, which testifies

Fig. 12. Estimation of the amplitude and phase of the BRAN E

channel, for a data length of N = 1024 and SNR = 15 dB.

to its incapacity to estimate the parameters. These results

allow us to conclude that the kernel algorithm gives a good

approximation of the model parameters to be identified.

The estimation of the amplitude and phase of the BRAN E

channel, using the two algorithms, is presented in Fig. 12,

for a number of samples N = 1024 and SNR = 15 dB. The

amplitude and phase estimated using the kernel algorithm

have the same form as the measured data. Compared to

the linear adaptive algorithm (LMS), we notice a difference

between the shape of estimated amplitude and phase, and

the shape of the actually measured parameters.

Fig. 13. BER vs. SNR of the estimated and measured BRAN E

channel, using ORC equalizer.

The plot shown in Fig. 13 indicates BER for various SNRs,

achieved using the kernel algorithm, and compares with the

Fig. 14. BER vs. SNR of the estimated and measured BRAN E

channel, using the MMSE equalizer.
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values obtained with the LMS algorithm. Equalization is

performed using the ORC equalizer.

Similarly, Fig. 14 presents the results of BER simulations

for different SNRs obtained using the MMSE equalizer,

based on the measured parameters of the BRAN E channel

and the ones estimated with KLMS and LMS algorithms.

We note that the efficiency of the KLMS algorithm is im-

portant compared to the LMS algorithm. According to

Figs. 13 and 14, if SNR = 36 dB, the BER value is lower

than 10−3 in the case of the ORC equalizer, but when using

the MMSE technique, we obtain a BER value that is lower

than 10−3 when the SNR equals 24 dB.

One may conclude that the MMSE equalizer offers the

best performance in terms of BER for all channels stud-

ied (BRAN C and BRAN E).

7. Conclusion

In this paper, the performance of an MC-CDMA system in

the downlink over BRAN channels was evaluated and an-

alyzed, using the kernel LMS and LMS algorithms. These

algorithms are used for estimating the parameters of the

measured channels in different scenarios (BRAN C and

BRAN E). The results presented in the identification part

demonstrate that the kernel algorithm is effective and effi-

cient for practical channels. As far as equalization of MC-

CDMA systems is concerned, we obtained excellent bit er-

ror rate performance, mainly if the kernel last mean square

algorithm was used. Future research includes the develop-

ment of an extension of these algorithms to MIMO systems,

new methods for identifying communication channels (i.e.

using kernel methods) and development of new equalizers

practically for MC-CDMA systems can be presented in the

future.
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sertation. Université de Technologie de Troyes, 2012 [Online]. Avail-

able: https://hal.archives-ouvertes.fr/tel-01088936 [in French].

[37] W. Liu, P. P. Pokharel, and J. C. Principe, “The kernel least-mean-

square algorithm”, IEEE Trans. on Signal Process., vol. 56, no. 2,

pp. 543–554, 2008 (DOI: 10.1109/TSP.2007.907881).

[38] P. Kumari and R. Wadhvani, “Wind Power Prediction Using KLMS

Algorithm”, in Int. Conf. on Inventive Res. in Comput. App.

(ICIRCA), Coimbatore, India, pp. 154–161, 2018

(DOI: 10.1109/ICIRCA.2018.8597419).

[39] K. Li and C. P. Jose, “No-trick (treat) kernel adaptive filtering us-

ing deterministic features”, arXiv preprint arXiv:1912.04530, 2019

[Online]. Available: https://arxiv.org/pdf/1912.04530

[40] J. Ahmed, and K. A. Hamdi, “Spectral efficiency of asynchronous

MC-CDMA with frequency offset over correlated fading”, IEEE

Trans. On Vehicular Technol., vol. 62, no. 7, pp. 3423–3429, 2013

(DOI: 10.1109/TVT.2013.2253339).

[41] M. Zidane and R. Dinis, “A new combination of adaptive channel

estimation methods and TORC equalizer in MC-CDMA systems”,

Int. J. of Commun. Systems, vol. 33, no. 11, pp. e4429, 2020

(DOI: 10.1002/dac.4429).

[42] M. S. Sakib and M. R. Ferdous, “Performance evaluation of MC-

CDMA system for the next generation wireless networks”, in

Int. Conf. on Innovation in Engin. and Technol. (ICIET), Dhaka,

Bangladesh, pp. 1–5, 2018 (DOI: 10.1109/CIET.2018.8660783).

[43] S. Safi, M. Frikel, A. Zeroual, and M. M’Saad, “Higher or-

der cumulants for identification and equalization of multicarrier

spreading spectrum systems”, J. of Telecommun. and Informat.

Technol., vol. 2, no. 1, pp. 74–84, 2011 [Online]. Available:

https://www.itl.waw.pl/czasopisma/JTIT/2011/2/74.pdf

[44] V. Le Nir, J. M. Auffray, M. Hélard, J. F. Hélard, and R. Le Gouable,

“Combination of Space-Time Block Coding with MC-CDMA Tech-

nique for MIMO systems with two, three and four transmit anten-

nas”, IST Mobile & Wireless Commun. Summit, Aveiro, Portugal,

2003 [Online]. Available: https://hal.archives-ouvertes.fr/

hal-00005810/document

[45] S. Nobilet, “Etude et optimisation des techniques MC-CDMA pour

les futures générations de systemes de communications hertziennes”.

Doctoral dissertation, INSA de Rennes, 2003 [Online]. Available:

https://tel.archives-ouvertes.fr/tel-00004081/document [in French].

Rachid Fateh received his

B.Sc. in Mathematics, Com-

puter Science and Applications

from Ibn Zohr University,

Ouarzazate, Morocco in 2017

and M.Sc. in Telecommuni-

cations Systems and Computer

Networks from Sultan Moulay

Slimane University, Beni

Mellal, Morocco in 2019.

He is pursuing his Ph.D. in

Mathematics and Computer Science from Sultan Moulay

Slimane University, Beni Mellal, Morocco. His research

interests include system identification, equalization of

channel communications with a reproducing kernel Hilbert

space, as well as signal processing and estimation.

https://orcid.org/0000-0002-0574-2105

E-mail: fateh.smi@gmail.com

Laboratory of Innovation in Mathematics, Applications

and Information Technologies (LIMATI)

Multidisciplinary Faculty

Sultan Moulay Slimane University

Beni Mellal, Morocco

Anouar Darif received his

B.Sc. in IEEA (Informatique

Electrothecnique, Electronique

and Automatique) from Dhar

El Mahraz Faculty of Sciences

at Mohamed Ben Abdellah

University Fez, Morocco in

2005. He received the Diplôme
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Abstract—Speech segmentation is the process of dividing

speech signal into distinct acoustic blocks that could be words,

syllables or phonemes. Phonetic segmentation is about finding

the exact boundaries for the different phonemes that composes

a specific speech signal. This problem is crucial for many ap-

plications, i.e. automatic speech recognition (ASR). In this

paper we propose a new model-based text independent pho-

netic segmentation method based on wavelet packet speech

parametrization features and using the sparse representation

classifier (SRC). Experiments were performed on two datasets,

the first is an English one derived from TIMIT corpus, while

the second is an Arabic one derived from the Arabic speech

corpus. Results showed that the proposed wavelet packet de-

composition features outperform the MFCC features in speech

segmentation task, in terms of both F1-score and R-measure

on both datasets. Results also indicate that the SRC gives

higher hit rate than the famous k-Nearest Neighbors (k-NN)

classifier on TIMIT dataset.

Keywords—Arabic speech corpus, ASR, F1-score, phonetic seg-

mentation, sparse representation classifier, TTS, wavelet packet.

1. Introduction

The phonetic segmentation technique aims for identifying
the starting and ending boundaries of each phoneme seg-
ment in continuous speech. This segmentation is crucial for
creating phoneme databases used in text-to-speech (TTS)
systems [1]–[3], and for transcribing speech corpus used in
training hidden Markov models (HMMs) in ASR systems.
Phonetic segmentation is also used in building a query-
by-example (QbyE) spoken term detection (STD) applica-
tion which is relatively a new application drawing increas-
ing attention in recent years [4]. Knowledge of phoneme
boundaries is also necessary in some cases of health-related
research on human speech processing [4], such as diagnos-
tic marker for Childhood Apraxia of Speech (CAS) [5].
Phonetic segmentation and annotation can be done either
automatically or manually by expert phoneticians [6]. The
main difficulty of this task is its subjectivity, because of
the lack of distinct physiological or acoustic events that

signal a phoneme boundary in some cases. In continu-
ous speech, phoneme boundaries are sometimes difficult to
locate due to glottalization, extremely reduced vowels or
gradual decrease in energy before a pause [5]. As a result,
there is no “correct” answer to the phoneme segmentation
problem. Instead, a measure of the agreement between
two alignments takes place, such as the agreement between
two humans, or the agreement between human and ma-
chine [5]. Though manual segmentation is the most ade-
quate [7] way for phonetic transcription. It suffers from
being very tedious and time consuming, especially in the
case of large speech corpora and spontaneous speech. In
addition, manual segmentation suffers from labeler subjec-
tivity and may not be able to maintain labeling consis-
tency [8]. These difficulties stimulate the development of
automatic phonetic segmentation techniques for continuous
speech waveforms. These segmentation techniques are di-
vided into two major categories: text-dependent (TD) and
text-independent (TI) [9], [10]. In TD techniques, the pho-
netic annotation of the speech signal is already known and
we need only to find the boundaries of each phoneme seg-
ment. Most text dependent segmentation techniques (also
called explicit) are based on HMM with forced alignment
Viterbi algorithm [9], [11]. On the other hand, TI segmen-
tation methods (also called implicit or unsupervised) do
not need any phonetic annotation for the speech signal to
be segmented. Instead, they are generally based on sets of
rules derived from encoding human knowledge to segment
speech [12], like acoustic rate of change or other spectral
variation metrics [13]–[15]. Such methods are called blind
or model-free because they do not use modeling stage. Re-
cently several studies proposed using different supervised
and unsupervised machine learning techniques like ANN
for phoneme segmentation [16], [17].

Sparse representation classifier [18]–[20] is relatively new
machine learning technique that has demonstrated excellent
performance in face recognition applications [18] and other
applications [19], [20]. This classifier is based on extracting
sparse code as discriminative features. Sainath et al. used
Sparse coding for phoneme classification [21], [22] from
test samples on a dictionary composed of phoneme exem-
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plars as discriminative features, and fed these sparse codes
to the sparse representation classifier. Sivaram et al. in [23]
proposed employing sparse coding for phoneme recogni-
tion. They used the sparse code as a new speech feature
to train multi-layer perceptron (MLP) network to get the
posterior probabilities that will be used as emission likeli-
hood of the HMM states. Every phoneme is modeled as
a 3 state HMM and Viterbi decoder is used for phoneme
recognition.
In this paper, we propose to use SRC for phoneme border
detection and a speech parametrization algorithm based on
the equivalent rectangular bandwidth (ERB) [24], [25] like
wavelet packet decomposition entitled WP-ERB. The per-
formance of the proposed classifier is compared to the k-NN
classifier, and the performance of the proposed WP-ERB
features are compared to the MFCC features in phoneme
segmentation. In Section 2 we present related works for
phoneme segmentation. The proposed phonetic segmen-
tation system is described in Section 3. In Section 4 we
present the conducted experiments and results. In Section 5
we summarize and conclude the paper.

2. Related Works

Significant work has been done on the problem of text in-
dependent speech segmentation. Some works used a set
of rules derived from encoding human knowledge to seg-
ment speech [12], like acoustic rate of change, or other
spectral variation metrics [13], [14]. Such methods are
called model-free phonetic segmentation methods (also
called metric-based or blind methods) because they do not
incorporate any modeling strategy. Instead they rely on dis-
tance measures of the spectral changes among consecutive
speech frames. These methods use the signal character-
istics extracted in a signal analysis stage and a collection
of thresholds to segment the signal [26]. The main issue
with this approach is the difficulty to determine the optimal
thresholds.
Javed et al. [27] proposed a strategy driven by cosine dis-
tance similarity scores for identifying phoneme boundaries.
The proposed strategy helped in the selection of appropri-
ate feature extraction technique for speech segmentation ap-
plications. Dusan in [28] investigated the use of spectral
transition in segmentation, as he found high correlation be-
tween the maximum of the spectral transition and phoneme
boundaries. The proposed method detects phoneme bound-
aries by looking for peaks in a spectral transition metric.
Results showed an accuracy of 84.6% for frames of 20 ms
TIMIT dataset, while no other performance metric was re-
ported. Ramteke et al. [29] noted that in a well-spoken
word, phonemes can be characterized by the changes ob-
served in speech waveform. To get phoneme boundaries,
Ramteke studied the signal level properties of speech wave-
form i.e. changes in the waveform during transformation
from one phoneme to another. He addressed the problem
of phoneme level segmentation from two aspects: segmen-
tation of phonemes between voiced and unvoiced portions,

and segmentation of phonemes within voiced and unvoiced
regions. He used pitch and zero-frequency filter to get the
region of change from voiced to unvoiced and vice versa.
The segmentation of phoneme boundaries within voiced
and unvoiced regions are approximated using the proper-
ties of power spectrum of correlation of adjacent frames of
the signal. Finally, he proposed a finite set of rules on the
variations observed in the power spectrum during phoneme
transitions. The segmentation results of both approaches
are combined to get the final phoneme boundaries. Three
databases were used to test the proposed approach. An ac-
curacy of 95.40%, 96.87% and 96.12% is achieved within
the tolerance range of 10 ms respectively.

Recently several studies proposed using different supervised
and unsupervised machine learning techniques to build
a discriminative model that can be used in the phoneme
segmentation task [4], [16], [17]. These methods are called
model-based methods. Modeling stage is performed us-
ing either supervised or unsupervised approaches. Recently
self-supervised learning algorithm was used for phoneme
segmentation task [17].

In literature, research studies proposed various types of
modeling approaches, like generalized gamma distribution
model [30], graphical models [31], microcanonical multi-
scale formalism (MMF) [10], and acoustic segment mod-
eling (ASM) [4]. Supervised and unsupervised machine
learning techniques like ANN [16], [17], and genetic algo-
rithm (GA) [32] were also used to learn the discriminative
acoustic models.

Inspired by the success of using neural networks in speech
recognition, different studies [16], [17] considered apply-
ing them to phoneme segmentation task. Different types of
ANN were investigated. Dinler et al. [16] and Wang [33]
suggested using gated recurrent unit (GRU) recurrent neu-
ral networks, while Kreuk [34] and Franke [35] proposed
using bidirectional long-short term memory (LSTM) net-
work. Lu [36] investigated the use of segmental recur-
rent neural network (RNN) for feature extraction. Lee [37]
proposed using the cross-entropy loss with connectionist
temporal classification loss in deep speech architecture for
phoneme segmentation in view of performing speech syn-
thesis. Wang [33] observed through experiments on the
TIMIT corpus that GRU forget gate activations in trained
recurrent acoustic neural networks correlate very well with
phoneme which makes them preferable architecture for the
task of boundary detection task. The advantage of both
GRU and LSTM over standard RNNs lies in their ability
to incorporate long temporal context information, and thus
they give higher performance [16]. The GRU ensures the
control of the information flow, similar to the LSTM unit,
but without a need to utilize a memory unit [16]. The
GRU has a simpler structure compared to standard LSTM
models, and its popularity is gradually increasing [16].

Kreuk et al. [17] proposed a self-supervised representa-
tion learning (SSL) model for phoneme boundary detec-
tion. They proposed learning a feature representation from
the raw waveform to identify spectral changes that match
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phoneme boundaries accurately. For this task, they de-
signed a convolutional neural network (CNN) to distinguish
between pairs of adjacent frames and pairs of random dis-
tractor pairs. At test time, a peak detection algorithm is
applied over the model outputs to produce the final bound-
aries [17]. Results show that the proposed SSL technique
surpasses other unsupervised segmentation techniques.
All previous works used MFCC as acoustic features, though
wavelet-based features has been shown to outperform
MFCC in phoneme recognition application [25]. Also, no
study has considered the application of the sparsity model
in speech segmentation though it has achieved good suc-
cess in many applications like noise robust ASR applica-
tion [39], speech enhancement [40], [41], and speaker ver-
ification and identification [42]. In this work we propose
using wavelet packet based acoustic features, as well as we
examine the usefulness of sparse representation classifier
SRC in phonetic segmentation task.

3. Proposed Method

The proposed segmentation system contains four stages:
signal pre-processing, features extraction, dictionary cre-
ation, and phoneme segmentation. At the pre-processing
stage silence from speech segments are removed, and pre-
emphasis filter is applied to compensate for lips effects.
Speech segments are then divided into overlapped frames of
length 16 ms with 4 ms overlapping. After speech framing,
acoustic features are being extracted: mel frequency cep-
stral coefficients (MFCC), and the proposed wavelet packet-
ERP features [24], [25]. The block diagram of the proposed
system is depicted in Fig. 1.

3.1. Wavelet Based Feature Extraction

The proposed wavelet packet feature extraction is based on
the equivalent rectangular bandwidth (ERB) like wavelet
packet decomposition proposed by Sahu in [25]. The whole
frequency band is decomposed into 24 sub-bands according
to the wavelet packet tree shown in Fig. 2 [25]. Once the
WP decomposition is performed, energy in each frequency
band is calculated, and the log of weighted energy is ap-
plied resulting in 24 cepstral coefficients. Discrete cosine
transform (DCT) is then applied to decorrelate the 24 co-
efficients of filter bank energies, and variance feature (VF)
of the 24 coefficients is also calculated. Finally, a total of
25 features are obtained for each frame.
Figure 3 illustrates the block diagram of the proposed
wavelet packet-based feature extraction WP-ERP algorithm.
We examined different types of wavelet filters with differ-
ent degrees, such as Daubechies, coiflets and symlets fil-
ters. Experiments showed that the Coif5 filter gives the
best performance in terms of segmentation accuracy.

3.2. Exemplar Dictionary Creation

At the dictionary creation stage, the feature vectors of the
training phoneme/borders samples are warped together to
form one matrix – the exemplar dictionary. The frame is
labeled as phoneme (not a border, class 1) if either it does
not contain a border (a border is a transition between two
phonemes according to the manual annotation), or if most
of the frame belongs to one phoneme, i.e. the border is
not at the very start or the very end of the frame. On the
other hand, the frame is labeled as border (class 2) if it
contains a border between two phonemes and if the frame
contains good percentage of both phonemes. The interval

Fig. 1. Proposed phonetic segmentation system using SRC.
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Fig. 2. 24 sub-band wavelet packet tree based on ERB scale.

Fig. 3. Block diagram of the proposed wavelet-based WP-ERP
feature extraction.

that defines the very start and the very end of the frame
is taken equal to 3 ms, so that the tolerance interval for
boundary detection is within 16−2×3 = 10 ms. Figures 4
and 5 depict the labeling strategy for both classes (border
and not-border).

Fig. 4. Frame labeled as class 1 (not-border): the border is at
the very start of the frame (a), the border is at the very end of the
frame (b).

Fig. 5. Frame labeled as class 2 (border).

3.3. The Sparse Representation Classifier

The SRC is based on the sparse code, which can be defined
as follows. Let x∈R

M be the signal that we want to encode
sparsely. We suppose that there is a matrix (dictionary)
D ∈ R

M×N , where M ≤ N such that y can be written as
a linear combination of at most k columns of D, and k � N
is called the sparsity degree. The “sparse coding” prob-
lem [42] is to find the vector a ∈ R

N that contains only k
non-zero elements such that:

(P0) min
x∈RN

||a||`l0 s.t. x = Da , (1)

where ||a||0 is the l0 pseudo-norm which represents the
number of non-zero elements in a. The vector a which con-
tains the sparse (few out of many) coefficients of the linear
combination of the elements (called atoms) of the dictio-
nary D, that represents the signal x is called the sparse

15



Ihsan Al-Hassani, Oumayma Al-Dakkak, and Abdlnaser Assami

code. As D is over-complete (number of rows is less
than the number of columns), this is an ill-posed inverse
problem.
As the signal x might be corrupted with noise, the previous
problem has been reformulated as:

(P0,ε) min
a∈RN

||a||0 s.t. ||x−Da||2 ≤ ε . (2)

This is a non-convex optimization problem that has been
proved to be an NP-hard [38]. Replacing the l0 norm by
the l1 norm “convexify” the problem and gives an equiv-
alent problem called the basis pursuit denoising problem
BPDN [39]:

(BPDN) min
a∈RN

||a||1 s.t. ||x−Da||2 ≤ ε , (3)

where ||a||1 = ΣN
1 |ai|, and ε is some noise level energy. We

can take the dual of the previous problem [42]:

(LASSO) min
a∈RN

||x−Da||2 s.t. ||a||1 ≤ τ , (4)

where τ > 0 is a regularization parameter, through which
we control the sparsity degree (number of non-zero ele-
ments) of the sparse code a. This is called the “absolute
shrinkage and selection operator” (LASSO) problem.
The SRC [18] works as follows. Having a training dataset
that belongs to n class, for each class i the sub-dictionary
Di is formed by concatenating the corresponding training
samples. These sub-dictionaries are wrapped together to
form one dictionary D. The sparse code a of the feature
vector for the test sample x is calculated using one of the
sparse solvers available in the literature. For each class i,
the selection operator δi (a) is applied on a, so that the ele-
ments of sparse code a corresponding to the sub-dictionary
Di are preserved, while all others are set to zero. After-
ward, the linear approximation D×δi(a) is calculated. SRC
returns the class c that gives the closer approximation to
the test sample x using the minimum Euclidean distance
||x−D×δi(a)||22.
Here, the SRC is calculated by:

1. Find the sparse code for the feature vector y, by solv-
ing Lasso – Eq. (4).

2. The class of x, is the index of sub-dictionary whose
corresponding sub-sparse code energy is the highest:

c = argmin
i
||x−D×δi(a)||22 ,

where δi(a) is a selector operator that selects the
elements of sparse code a corresponding to the sub-
dictionary Di, and sets all others to zero.

In the literature [45] there are many algorithms that were
developed for solving the previous sparse coding prob-
lems – Eqs. (2)–(3) and Eq. (4) – like: greedy orthog-
onal matching pursuit OMP, L1-minimization algorithms:
GPRS, SPGL1, DALM, homotopy, L1LS. The Matlab im-
plementations for these methods are available at [46], [47].
As many of the previous solvers include matrix inversion
step, and due to the large size of the dictionary we used in
our experiments, we could only use SPGL1 and OMP.

4. Results and Discussion

Experiments were conducted on two different datasets, the
first one is an American English corpus derived from the
TIMIT [49], and the second one is an Arabic one derived
from the Arabic speech corpus [50].
TIMIT is one of the standards and phonetically bal-
anced read speech English corpus, used in three do-
mains: phoneme segmentation, phoneme classification and
phoneme recognition systems to develop and evaluate the
performance of these systems. This corpus consists of 6300
sentences recorded at 16 kHz rate with 16-bit sample, for
the eight major dialects of American English spoken by
630 different speakers (438 males and 192 females), ten
sentences for each [51]. These sentences are distributed in
two sets, the training set with 4620 utterances from 462
speakers and the test set with 1344 sentences from 168
speakers. All sentences were segmented and labeled man-
ually at the phoneme level.
TIMIT original transcriptions are based on 61 phonemes.
Table 1 shows the TIMIT phoneme set, classified into
voiced phonemes and unvoiced phonemes.
For experiments, a subset of 380 utterances from the com-
plete set was used for training. Another subset of 100
utterances from complete test set was used for testing.
We have excluded the “dialect” sentences (SA sentences)
for both training and testing. Boundaries between two
pauses, including stop closures, were also excluded from
evaluation.
Arabic speech corpus [50] is a modern standard Ara-
bic (MSA) speech corpus for speech synthesis. It con-
tains phonetic and orthographic transcriptions of more than
3.7 hours of MSA speech aligned with recorded speech on
the phoneme level. The annotations include word stress
marks on the individual phonemes [52]. The corpus in-
cludes 1813 utterances recorded by a single speaker, with
a 16-bit, 48 kHz speech waveform file for each utterance,

Table 1
TIMIT phoneme set (61 phonemes)

Voiced/
unvoiced

Type Phonemes

Voiced

Vowels
iy, ih, eh, ey, ae, aa, aw,

ay, ah, ao, oy, ow, uh, uw, ux,
er, ax, ix, axr, ax-h

Glides/
semi-vowels

l, r, w, y, hh, hv, el

Stops b, d, g
Fricative s, sh, f, th

Nasal m, n, ng, em, en, eng, nx

Unvoiced
Stops p, t, k, dx, q

Affricative jh, ch
Fricative z, zh, v, dh

Pause and stop closures
pau, epi, h#, dcl, kcl,

gcl, tcl, pcl, bcl
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and a corresponding Praat [53] textgrid file for annotation.
The annotation is based on a set of 82 Arabic phoneme. In
out experiments, we used 200 utterances for training and
another 100 utterances for testing. The wave files are down
sampled to 16 kHz.

4.1. Performance Metrics

We used 6 common metrics (described below) that are gen-
erally used to assess phonetic segmentation algorithm. In
the case of text independent segmentation (TI) techniques,
the number of discovered segments might differ from the
number of segments produced by manual segmentation. TI
segmentation can be viewed as a boundary detection prob-
lem. The assessment of any detection algorithm is done
by measuring: how much it truly detects, what should be
detected, how much it truly rejects and what should be
rejected:
Hit rate is a metric that measures how good an algo-
rithm truly detects the goal. When a detected boundary
matches corresponding boundary in the reference signal,
this is called a hit rate (also called recall, RCL). It can be
calculated as:

Hit rate = RCL =
CDB
AT B

100% , (5)

where CDB is the number of correctly detected boundaries,
and ATB is the number of all true boundaries. A hit rate
of 100% implies that the algorithm is perfect in detecting
boundaries, but it might detect non-boundaries frames and
misclassify them as boundaries. For this issue, we use the
precision measure.
Precision (PRC) is a metric that measures how precise the
detection is, i.e. how good the algorithm is in detecting
only what should be detected. It can be calculated as:

PRC =
CDB

CDB+ IB
=

CDB
ADB

100% , (6)

where ADB is the number of all detected boundaries (true
and false) by the algorithm, and IB is the number of inserted
boundaries (false detection). A precision of 100% means
that the algorithm does not fire a false alarm which means
detecting false boundaries. This is called over-segmentation
error.
Specificity is a metric that measures how good the algo-
rithm is in rejecting what should be rejected, and this is
calculated as follows:

Spec f icity =
AP−CDB
AP−ATB

100% , (7)

where AP is the number of all points (frames in our case).
We can see that a higher hit rate might come at the expense
of lower specificity, and lower precision. Thus, hit rate and
precision are not good metrics for assessing the overall
performance of segmentation algorithm, as the increase in
one of them might cause a decrease in the other. The overall
objective effectiveness of the segmentation algorithm can

be evaluated by three different measures: accuracy, the F1-
score, and the R-measure [43].
Accuracy measures how accurate the algorithm is in both
detection and rejection, and it is calculated by the formula:

Accuracy =
CDB+CDNB

AP
100% , (8)

where CDNB is the number of all true points detected as
non-boundaries.
F1-score is the harmonic mean of recall and precision,
which is used for assessing classification and prediction
algorithms. It is calculated according to:

F1 =
2 PRC×RCL
PRC +RCL

. (9)

F1-score takes its value in the unit interval between 0, . . . ,1,
where the score closer to 1 is better. A system with high
recalls but low precision returns many results, but most
of its predicted labels are incorrect. A system with high
precision but low recall is just the opposite, returning very
few results, but most of its predicted labels are correct. An
ideal system with high precision and high recall will return
many results, with all results labeled correctly [35].
Optimizing the operation of a speech segmentation al-
gorithm is often a tradeoff between hit-rate and over-
segmentation (or inversely, false-alarm rate and miss-
rate) [48]. F1-score is one possible way to describe overall
performance of an algorithm with a single value. However,
F1-score is prone to stochastic hit-rate increases due to the
over-segmentation issue [48].
R-value is a new distance measure proposed to describe
performance using a single value that properly penalizes
over-segmentation [48]. The optimal goal of segmentation
is to achieve a hit-rate of 100% and an over-segmentation
of 0%. This is called the target point (TP). The basis of
the new metric is the algorithm’s distance from TP and not
the (hit-rate) gain achieved by over-segmentation.

Fig. 6. Calculating R-measure [48].

On the segmentation performance plane illustrated in Fig. 6,
a distance r1 is derived (Eq. (10)) and a distance r2 is
measured (Eq. (11)), to appreciate the value of under-

17



Ihsan Al-Hassani, Oumayma Al-Dakkak, and Abdlnaser Assami

segmentation compared to over-segmentation in the algo-
rithm (i.e. less false positives).

r1 =

√

(100−HR)2 +OS2 , (10)

r2 =
1√
2

(−OS+HR−100) . (11)

The distances r1 and r2 are then added together and nor-
malized to have a maximum value of 1 at the target-point
(Eq. (12)). This new distance measure is referred to as the
R-value:

R = 1− abs(r1)+ abs(r2)

200
. (12)

R-value decreases as the distance to the target grows, sim-
ilarly as F1-score does, but it makes more emphasis on
over-segmentation by arguing that better hit rates might
be achieved by simply adding random boundaries without
any algorithmic improvement. This measure evaluates how
close one is to the ideal segmentation R= 1.

4.2. Results

The performance of the proposed WP-ERB features was
compared, against the performance of the well-known
MFCC features. We have calculated the MFCC features
using 24 mel coefficients1, so that their dimensionality is
close to that of the WP-ERB. All reported results are for
boundary detection within a tolerance of 10 ms, and aver-
aged over 10 random runs. Experiments were performed
using a training set of 40,000 frames (20,000 frames for
each class) and a test set of 6000 frames (3000 for each
class). We tried different values for the sparsity regulariza-
tion parameter τ in Eq. (4), and found that τ = 0.98 gives
that highest performance.
Table 2 shows the performance of the proposed segmen-
tation system using the MFCC features and the proposed

1We tried different numbers for the mel coefficients of MFCC and all
gave inferior performance.

WP-ERB features, for both TIMIT and Arabic speech cor-
pus. For TIMIT dataset, though MFCC achieves higher hit
rate, but this at the expense of considerably lower speci-
ficity and lower precision. The overall performance of the
proposed WP-ERB features gives the highest performance
in terms of accuracy, F1-score, R-value, specificity and pre-
cision. The gain in terms of accuracy is about 2%, the gain
in terms of precision and R-value is about 4%, and the gain
in terms of specificity is about 12%, while the values of
F1-score for both features are very close.
On the Arabic speech corpus, WP-ERB achieves a gain of
5% in terms of hit rate and 1.5% in terms of F1-score, over
MFCC features, while the values of accuracy and R-value
for both features are very close.
To assess the performance of SRC, we conducted the same
segmentation scenarios using SRC, k-NN and SVM clas-
sifiers. We have not reported the results using SVM as it
gave very bad performance, which can be explained by the
fact that the two classes are mingled and cannot be sepa-
rated by hyperplane. For k-NN tuning, we tried different
values and found that k = 80 gives the best segmentation
performance. Results are reported in Table 3.
On TIMIT dataset, we can see that the performance of the
two classifiers are very close, which hints that the non-zero
atoms that has the highest energies in the calculated sparse
code are within the k-nearest points. SRC achieves higher
hit rate at the expense of lower precision and specificity, but
the overall performance in terms of F1-score is very close,
though k-NN achieves a higher R-value and higher accuracy
with a gain of about 2%. On the Arabic speech corpus k-
NN achieves a better performance over SRC in terms of all
performance parameters, with a mean gain of 1%.
Concerning the Arabic speech corpus, results show lower
performance of about 2% than those on TIMIT in terms
F1 score, and 6% lower in terms of hit rate. The mod-
est results we obtained on the Arabic corpus are due to
the consideration of 82 different phonemes. Some of these
phonemes are so similar that they cannot be separated nei-
ther in time domain nor in the frequency domain, such as

Table 2
Segmentation performance: MFCC vs. WP-ERPC

Dataset Feature Accuracy Hit rate Specificity Precision F1-score R-value

TIMIT
WP-ERB 66.84 81.60 52.08 63.01 71.11 72.77

MFCC 64.60 88.95 40.25 59.82 71.53 68.86

Arabic speech

corpus

WP-ERB 65.17 75.55 54.78 62.56 68.45 74.05

MFCC 65.09 70.50 59.67 63.62 66.88 74.15

Table 3
Segmentation performance: SRC vs. k-NN classifier

Dataset Classifier Accuracy Hit rate Specificity Precision F1-score R-value

TIMIT
SRC 64.67 83.38 45.97 60.68 70.24 70.63

k-NN 66.84 81.60 52.08 63.01 71.11 72.77

Arabic
SRC 64.33 74.10 54.57 61.99 67.51 72.72

k-NN 65.17 75.55 54.78 62.56 68.45 74.05
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a phoneme and the geminated version of it. Also, in some
vowels, as it is not possible to separate between the short
version and the long version of the same phoneme (e.g.
phoneme “a” and the phoneme “aa”) if they are adjacent to
each other.
We have examined different wavelet filter for extracting the
proposed WP-ERB features. Results for TIMIT dataset
are reported in Table 4, which shows that Coif5 gives
the highest performance in terms of R-value and accu-
racy. The Sym8 filter gives the highest performance in
terms of hit rate, with F1-score very close to this of
Coif5, while a smaller R-value. Though the Haar wavelet
achieves the highest specificity and precision but it has
a low hit rate and thus low F1-score. In all, we can see
the Coif5 has the best segmentation performance. Coiflets
are the only wavelet basis that has vanishing moments
of the scaling function ϕ [54], which is related to the
“goodness” of the approximation of high-resolution scaling
coefficients [54].
To assess the segmentation performance of the proposed
algorithm depending on the type of phoneme boundary,
we have calculated the hit rate for 3 different boundary
types:

• V-V – boundaries that separate two voiced phonemes,

• U-V – boundaries that separate an unvoiced phoneme
and voiced phoneme,

• U-U – boundaries that separate two unvoiced
phonemes.

Results on TIMIT dataset and using SRC classifier are re-
ported in Table 5. We can see that the boundary that sep-
arates two unvoiced phonemes are the hardest to detect
achieving the lowest hit rate, while the boundary that sep-
arates two voiced phonemes are the easiest achieving the
highest hit rate.
To study the effect of the size of the training set on the
segmentation performance, we conducted three experiments

Table 5
Segmentation performance of WP features for different

boundary types

Boundary type Hit rate

V-V 84.34

U-V 81.69

U-U 67.73

using three training sets of different sizes: 10,000, 20,000,
and 30,000 frames for each class, results are reported in
Table 6. We can see that a training set of size 20,000 frames
gives the best performance and increasing the size to 30,000
does not improve the performance. This can be explained
by the fact that increasing the size of the training set might
result in overfitting.

To study the effect of the sparse coding solver we used
2 different sparse solvers: the simple greedy orthogonal
matching pursuit OMP solver and SPGL-LASSO solver.
Results are reported in Table 7 using the proposed WP-
ERP features and a training set of 20,000 frames. We can
see that though both solvers give very close hit rates, but
SPGL-LASSO has a considerable increase over OMP in all
other performance metrics.

Finally, in Table 8 we compared the performance of the
proposed algorithm against two state of the art (SOTA) su-
pervised phoneme segmentation on TIMIT dataset: Kreuk
et al. [34] and Frank et al. [35]. Though results suggest
that the proposed algorithm is inferior to the SOTA models
over all metrics, but this is due to the classifier performance,
as the two studies uses neural networks as classifier. The
key result of this research is to show that the proposed
wavelet based acoustic features outperform MFCC in the
task of speech segmentation which was verified using the
famous classifier k-NN and the proposed SRC.

Table 4
Segmentation performance of WP features using different wavelet filters on TIMIT dataset

Wavelet filter Classifier Accuracy Hit rate Specificity Precision F1-score R-value

Sym8
SRC 64.99 85.36 44.62 60.65 70.91 70.27

k-NN 66.45 82.90 50.01 62.38 71.19 72.08

Sym6
SRC 64.59 83.74 45.43 60.55 70.28 70.46

k-NN 64.75 80.77 48.73 61.17 69.62 71.41

Haar
SRC 61.19 62.95 59.42 60.81 61.86 72.27

k-NN 62.70 59.56 65.83 63.55 61.49 71.37

DB12
SRC 64.64 83.47 45.80 60.63 70.24 70.58

k-NN 66.51 80.89 52.14 62.83 70.72 72.72

DB8
SRC 64.38 82.48 46.29 60.56 69.84 70.67

k-NN 66.24 80.19 52.29 62.70 70.38 72.70

Coif5
SRC 64.67 83.38 45.97 60.68 70.24 70.63

k-NN 66.70 81.24 52.15 62.94 70.93 72.76

19



Ihsan Al-Hassani, Oumayma Al-Dakkak, and Abdlnaser Assami

Table 6
Segmentation performance using training sets for different size on TIMIT dataset

Size of
training set

Features Accuracy Hit rate Specificity Precision F1-score R-value

10,000
WP-ERB 50.35 49.77 50.93 50.35 50.06 64.48

MFCC 56.53 66.50 46.57 46.57 55.47 68.22

20,000
WP-ERB 66.84 81.60 52.08 63.01 71.11 72.77

MFCC 64.60 88.95 40.25 59.82 71.53 68.86

30,000
WP-ERB 64.55 79.40 49.71 61.22 69.13 71.62

MFCC 60.63 79.76 41.50 57.69 66.95 68.74

Table 7
Segmentation performance of WP features for different boundary types

Solver Accuracy Hit rate Specificity Precision F1-score R-value
OMP 59.46 77.61 41.30 56.93 65.68 68.42

SPGL-LASSO 66.70 81.24 52.15 62.94 70.93 72.76

Table 8
Comparison of phoneme segmentation models using TIMIT dataset

Model Hit rate Precision F1-score R-value Tolerance
Kreuk et al. [34] 90.46 94.03 92.22 92.79 20 ms
Frank et al. [35] 88.10 91.10 89.60 90.80 20 ms

Proposed 66.70 62.94 70.93 72.76 10 ms

5. Conclusion

In this paper we proposed a new phonetic segmentation
method based on speech parametrization technique entitled
WP-ERB and sparse representation classifier. Results show
that the proposed wavelet packet-based features outperform
the classical MFCC features in speech segmentation task in
terms of segmentation accuracy, precision, F1-score, and R-
measure. The proposed WP-ERB features achieve a gain
of about 4% in R-value and 2% in accuracy over MFCC on
TIMIT dataset. On Arabic speech corpus the proposed WP-
ERB features achieves a gain of 1.5% in terms of F1-score
and 5% in terms of hit rate. We have also shown that using
the SRC in phonetic segmentation achieves a higher hit rate
over k-NN classifier on TIMIT dataset at the expense of
lower precision and specificity, while no gain is achieved
in terms of F1-score and R-value.

We think the moderate results with the Arabic corpus is
due to the large number of considered phonemes (about
twice the number of real phonemes). In later work, we
will work on the Arabic dataset and merge the phonemes
that cannot be separated and treat them as one phoneme
(like geminated phonemes, short and long vowels of the
same nature). As better results are obtained with TIMIT
after phonemes merging, we expect the same for the Arabic
corpus. This work is to be continued to see the effect of
different dialects of the same language. TIMIT already con-
tains many dialects, a comparative study will be undertaken
to see the segmentation and classification performance on

different dialects. On Arabic we try to collect data from
other dialects, we expect some dialects far from Standard
Arabic to be difficult to segment.
Speech style will also be an important point to study. As
humans find sometimes difficulties in understanding some
speech styles like fast speech or speech mixed with strong
emotions. It will be interesting to see how far will differ
the results with different speech styles.
The proposed phoneme segmentation system can further be
improved by finding correlates between phonemes borders
and prosodic features. Using those features together with
acoustic knowledge of the phonemes, can be incorporated
in a rule based to help increasing the system robustness.
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Abstract—The paper presents the results of grid power qual-

ity tests and wide frequency electromagnetic radiation level

tests to which home power networks with photovoltaic sys-

tems have been subjected. The said results are meaningful

from the point of view of safety and compatibility of electrical

devices and the power supply system they are connected to.

The tests covered stability of phase voltage and its frequency,

harmonic level flicker, as well as RF radiated and emission lev-

els. The measurements performed provide an answer to the

question concerning the level of compliance of randomly se-

lected home-installed PV systems with applicable recommen-

dations and regulations concerning electromagnetic compati-

bility. The ability to meet the applicable standards translates

into the health and safety of building inhabitants, which is

the ultimate goal. Legal regulations concerning electromag-

netic compatibility of renewable energy sources are consistent

throughout the entire European Union.

Keywords—EMC, home-installed micro PV systems, photo-

voltaic power conversion, power grid quality, radiated emissions.

1. Introduction

The dynamic growth of global industry results in a signifi-

cant increase in demand for energy. As it may be transmit-

ted and transformed easily, electricity plays a major role in

the process. Most power plants continue to generate energy

by burning coal and lignite. This activity is accompanied

by emissions of dust and carbon dioxide CO2 [1]. Global

CO2 emissions equals 37.5 Gt [2] annually and have fallen

slightly in 2020 due to rising coal prices [3]. If the sit-

uation persists, the estimated decrease in emissions could

reach 2% per year. This fact causes, among other things,

a worsening greenhouse effect and increases the average

temperature of the globe.

Many outcomes of climate change caused by the use of coal

are irreversible [4]. Numerous initiatives are being taken

to limit these adverse phenomena [5]. For example, the

World Meteorological Organization (WMO) aims to limit

global average climate warming to 1.5◦C by reducing CO2
emissions by 2030 [6]. Therefore, it is desirable from the

environmental point of view to look for alternatives to fossil

fuels, such as generated by wind power, water and solar

radiation. Geothermal waters are used as an energy source

as well [6]. Energy generated by water [7] has been known

and used for a long time and accounts, globally, for 19%

of electricity production.

In individual households, photovoltaic installations are be-

coming extremely popular. With the continued advances

in the field of solar installations taken into considera-

tion, it is predicted that the world’s total energy produc-

tion from these sources will exceed 1 TWh by the end of

2022 [8]. With the trends observed in the European Union

in mind, one has to conclude that it is necessary to come up

with even better legal regulations favoring green electricity

sources [9]. The same applies to Poland as well [10]. In

Poland, 80% of all sunny days are observed in during the

spring and summer months, i.e. from April to August. The

annual number of sunny hours is about 1,600 and the aver-

age power of solar energy per 1 m2 of terrain ranges from

970 to 1070 W/m2 [11]. Due to the high power of solar

systems, there is a risk of undesirable electromagnetic is-

sues to which household electrical appliances are subjected.

The said radiation impacts the health of the residents as

well. Interference caused by the inverter converting DC

voltage coming from the photovoltaic panels into AC volt-

age of the power grid is the main risk factor here. There

are also reports in the literature that panels of which the

PV systems are made act as antennas releasing signals into

their surroundings. Such aerials may emit undesired RF

signals related to the operation of the inverter [12], [13].

PV panels may also act as antennas receiving signals from

the environment [14], [15]. Therefore, it is worth check-

ing the degree to which residential solar power systems

meet the requirements of applicable electromagnetic com-

patibility regulations. Despite the fact that the individual

components of a solar system possess certificates confirm-

ing their acceptable levels of radiated and conducted emis-

sions [16], [17], the entire systems – due to the fact that

they comprise numerous components that fails to comply

with the commonly applied practices and recommendations

– may act as sources of excessive EM emissions.

There are no reports in the literature on comprehensive

EMC studies of residential solar systems. According to
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the authors, such studies are capable of providing valuable

input on the compliance of complex solar installations with

the requirements imposed by applicable standards.

2. Types of PV Installations for

Domestic Use

The most common renewable energy installations for home

use rely on solar energy. They form a part of the build-

ing’s power network and are connected to the public power

grid (hence, they are referred to as on-grid systems). The

capacity of the system in an important criterion impacting

its connection to the power grid. In the European Union,

the following types of installations are distinguished for all

renewable energy sources [18]:

• micro-installations – with rated power below 50 kW,

operating at low voltage levels of 230/400 VAC. The

surplus energy is fed to the grid via the user’s con-

nection;

• small installations – with rated power between 50 and

500 kW, connected to grids whose voltage levels are

lower than 110 kVAC;

• large installations – with a power rating of over

500 kW. These systems require a connection to the

main power supply point.

Solar power plants with the capacity of less than 50 kW, i.e.

micro-installations, are the most common solution used in

detached houses. Strong market competition between com-

panies specializing in the installation of such solar systems

results in significant pricing-related pressure, thus leading

to components of insufficient quality being used. Subsidies

offered by national governments for installing solar cells

are an important factor as well. With the above taken into

consideration, solar systems stand the best chance of be-

coming a widespread solution among electricity generators

relying on micro, small and large installations. An example

of a residential photovoltaic system is shown in Fig. 1.

Fig. 1. Photovoltaic installation in a residential building: 1 – PV

source of energy, 2 – inverter, 3 – feed-in, 4 – reference counter,

5 – power network, 6 – consumer appliances [19].

The DC voltage from the solar panels is converted into

mains AC voltage by an inverter unit supplying energy to

the consumer’s appliances. The surplus electricity is fed

back into the grid. Solar panels are the key component

of any photovoltaic installation. Their peak power varies

between 250÷400 W per unit. Three generations of such

panels are available on the market [20], [21]. However,

the first-generation panels are still most commonly used

in modern photovoltaic installations due to their moderate

costs and high efficiency of up to 22%. The lifetime of this

type of cells is estimated at about 25 to 30 years.

3. Electromagnetic Compatibility of

Photovoltaic Systems

With the constantly growing number of residential PV in-

stallations taken into account, it is necessary to examine

their impact on the operation of other devices connected

to the power network or operating in the vicinity of such

a system. It is the inverter and its auxiliary equipment

that is the main source of interference. The device is, in

fact, a DC-AC converter capable of feeding energy into the

power grid. The process of converting energy relies on

switched topologies [22]. While the base frequency does

not exceed 200 kHz, harmonic frequencies and, hence, the

EM fields emitted reach, due to fast switching several tens

of MHz. This process is responsible for electromagnetic

emissions and also affects the parameters of the power net-

work to which the inverter is connected. In addition, EM

interference propagates through the power wiring that may

act as parasitic antennas.

In the majority of micro installations, inverters with the

output power rating of 1÷10 kW are used. Such a high

electric power rating raises concerns about the potentially

excessive levels of electromagnetic disturbance which may

exert a negative impact on the safety of residents and on

the proper operation of other electronic and electrical appli-

ances. Despite the fact that all components of the installa-

tion meet the applicable safety-related and EM regulations,

it is difficult to say whether the combined multi-module

installation will ultimately continue to meet the require-

ments set forth in the relevant standards. This depends on

numerous factors, i.e. on compliance with recommenda-

tions concerning the process of their manufacture, assembly

methods, quality of electrical connections, compatibility of

electrical parameters between specific installation compo-

nents, etc. It is often the case that such recommendations

are not followed by the technicians installing the system,

which leads to its improper operation, to an increased level

of disturbances and to the degradation of the parameters of

the building’s electricity network. This, in turn, may result

in interference affecting Wi-Fi networks, in malfunctions of

mobile telephony and in problems with radio and TV recep-

tion. The influence of EM fields on human health depends

on field strength, frequency and exposure time [23]. With

the applicable standards taken into consideration [16], [24],

we shall attempt to evaluate specific PV systems installed

in residential buildings, assessing such parameters of the

grid as voltage, frequency, harmonic content, flicker, etc.

Electromagnetic disturbance emissions will be evaluated as
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well. For installations in residential buildings, the mea-

surements shall also cover the strength of the 50 Hz EM

field.

4. EMC Measurements

An accredited EMC testing laboratory dealing with in-situ

measurements performed tests of solar systems installed

in two single-family houses, both using first generation

monocrystalline photovoltaic cells. Both buildings are new,

with their electrical systems complying with the current

standards [25]. Figure 2 shows the schematic of the com-

pleted systems for both buildings. In the first one (Ob-

ject 1), 11 JAP60S10-275/SC panels were installed on the

roof, each generating 275 W, meaning that the total peak

power equals 3.0 kW. A single-phase SOFAR 2700TL-G3

inverter with a rated power of 3.7 kW and auxiliary in-

strumentation was located in a utility room adjacent to the

garage. Data communication devices, such as Wi-Fi and

GPRS modems were built into the inverter. At the other lo-

cation (Object 2), 21 Longi LR4-60HPH-370M monocrys-

talline panels of 370 W each were mounted on the roof,

providing a total power of 7.7 kW. A three-phase inverter

of the Solar Edge SE8k type was installed in the garage of

the building. The unit is additionally equipped with built-

in data transmission modules, such as Wi-Fi, GPRS, and

ZigBee. These generate additional emissions recorded dur-

ing the measurements of radiated disturbances. Both homes

were equipped in a similar manner, with standard mains-

powered household appliances (washing machine, fridge,

microwave oven, boiler etc.), television sets and computers,

as well as LED interior lighting. In addition, internal Wi-Fi

networks exist in both homes. During the measurements,

all pieces of equipment which may cause additional electro-

magnetic disturbances, such as computers, TVs, chargers,

i.e. devices containing AC/DC converters, were switched

off. Importantly, in both cases the measurement probes were

located at the main power connection point. The inverter

and the junction box between the photovoltaic system and

the household grid were also located there. Measurements

Fig. 2. Schematic diagram of the electrical system in Objects 1

(a) and 2 (b).

were performed when the PV power generated was close

to its maximum.

4.1. Power Network Quality Measurements

To assess the quality of the power network connected to

a photovoltaic system, the criteria contained in standard

[24] were applied. In both cases, power network param-

eters were measured using the Fluke 435 network quality

analyzer. The measurement setup for the three-phase net-

work is presented in Fig. 3, while Fig. 4 shows an image

of the measuring station in Object 2.

Fig. 3. Schematic diagram of the connection of the Fluke 435

power network analyzer to the grid.

Fig. 4. Measurement station in Object 2.

The root mean square value of the network voltage is de-

fined by [26]:

Vrms =

√

1
TW

ΣTW
n=0Vn

2 , (1)

where TW is the measurement window with a duration of

10 periods of the network’s AC voltage, Vn are the samples

of the measured voltage.

The current measurement is carried out with the use of

clamp probes. Such a solution ensures full safety due to the

galvanic separation of the measurement circuit. For three-

phase mains, the measurements were performed in a star
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configuration. The rms value of the measured current is

defined by [27]:

Irms =

√

1
TW

ΣTW
n=0in2 , (2)

where in are samples of the measured current.

The flicker index is measured by the Plt parameter, i.e. is

a long-term value measured over a period of 2 hours based

on 12 measurements of 10-minute flicker. The Plt value is

determined from:

Plt =
3

√

Σ12
i=1

Psti
3

12
, (3)

where Psti is the 10-min flicker value.

According to standard [20], the measurement of total har-

monic distortion in the mains voltage waveform should be

a sum of first 40 harmonic components of the fundamental

frequency [24]:

T HD =

√

Σ40
h=2 (Vh)

2 . (4)

The voltage crest factor is defined by:

CF =
Vpeak

Vrms
, (5)

where Upeak is the amplitude of the voltage waveform. For

a sinusoidal waveform, CF = 1.414.

The power network parameter values obtained at both Ob-

jects are summarized in Table 1. In addition, shifts between

the power network phase voltages were recorded for Ob-

ject 2 (Fig. 5).

Table 1

Basic power network parameters in both objects

Object 1 Object 2

L1 L1 L2 L3

AC voltage [V]

252.44 236.67 240.40 240.98

Voltage crest factor

1.42 1.40 1.40 1.40

Mains frequency [Hz]

49.992 49.996 - -

THD [%]

2.3 2.8 3.0 2.9

Flicker Plt

0.31 0.24 0.37 0.83

Based on the measurements, one may observe that all rele-

vant power network parameters are within the ranges speci-

fied in the standard [24]. The rms value of the AC volt-

age does not exceed the variation threshold of ±10%, and

frequency remains within the ±1% range. Similarly, THD

of the mains voltage does not exceed the permitted 8%

level and flicker does not exceed unity. Here, only the line

voltage harmonics are included in measurements. This is

Fig. 5. Phase dependence of the 3-phase grid AC voltage at

Object 2.

due to the fact that a sinusoidal voltage waveform is gener-

ated by the inverter circuit, as the PWM switching process

significantly increases THD. On the other hand, the mains

current’s THD strongly depends on the grid load. For ex-

ample, many switching power supply lines (without a PFC

unit) have a diode bridge rectifier connected to a large ca-

pacitor at AC input. The current is then drawn in pulses,

which causes significant distortion of waveforms and an in-

crease in THD. Voltage relations and phase shifts for the

three-phase grid in Object 2 are also in compliance with

the related standard under which an asymmetry of up to

2% between phase voltages is permitted.

4.2. Radiated Emissions Measurements

The radiated emissions were examined within a frequency

range that is crucial for the operation of electronic devices

used at home and in accordance with standard [16]. The

band under consideration is also important from the point of

view of ensuring healthy living conditions for the residents.

A biconical SAS-521F-7 antenna by A. H. Systems was

used for V (vertical) and H (horizontal) polarity measure-

ments. The tests were performed in the frequency range

of 30 MHz÷6 GHz. In accordance with the recommen-

dations set forth in standard [16], the antenna was placed

Fig. 6. Radiated emissions measurement setup – Object 2.
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Fig. 7. Radiated emissions acquired at Object 1 for horizontal

antenna polarity in the 30 MHz÷1 GHz band (green line – back-

ground level, yellow – QP emissions, red – applicable limits).

(see the digital edition for color images)

Fig. 8. Radiated emissions for Object 1, with horizontal antenna

polarity in the 1 GHz÷6 GHz band (yellow – PK emissions,

green line – background PK, orange – AV emissions, magenta –

background AV, red – applicable limits).

at a distance of 3 m from the device undergoing the test

(i.e. in the case of both locations, the inverter plus its

auxiliary equipment). For the 30 MHz÷1 GHz band, stan-

dard [16] requires that a quasi peak (QP) detector be used.

For the 1–6 GHz range, peak (PK) and average (AV) de-

tectors were used. Measurements of the background level

were performed with the inverter switched off, thus mak-

ing it possible to observe EM signals present in the tested

object and not related to the operation of the solar system.

No significant variations were found in the results depend-

ing on antenna polarization. However, for both frequency

ranges, results obtained with the measuring antenna in the

horizontal configuration were considered. The measure-

ments performed at both Objects are shown in Figs. 7–8

for Object 1, and in Figs. 9–10 for Object 2. The test

bench used is shown in Fig. 6.

In the 30 MHz–1 GHz range we are interested with, areas

could be identified at both Objects where the background

signal considerably exceeded the permitted levels. For the

30 MHz–1 GHz band, main source of EM emissions in-

cludes FM radio waves which exceeded the permitted lev-

Fig. 9. Radiated emissions acquired at Object 2 for horizontal

antenna polarity in the 30 MHz÷1 GHz band (green line – back-

ground level, yellow – QP emissions, red – applicable limits).

Fig. 10. Radiated emissions for Object 2, for horizontal antenna

polarity in the 1 GHz÷6 GHz band (yellow line – PK emissions,

green – background PK, orange – AV emissions, magenta – back-

ground AV, red – applicable limits).

els in the region around the 100 MHz mark. The second

big source of EM emissions present in the background in-

cludes, in most cases, signals from terrestrial DVB-T tele-

vision. This is visible near the 180 MHz mark and in the

400 MHz–1 GHz band. In higher portions of spectrum,

i.e. 1÷6 GHz, one may notice signals of GSM transmit-

ters: 1.8 GHz, 2.4 GHz, and 2.6 GHz. These may be

eliminated from the measurement data. The radiated emis-

sions generated by the inverter, i.e. the main source of

EM disturbances, are within the limit allowed under the

standard [16]. However, in Object 2 for instance, below

the 80 MHz mark, the margin equals approx. 3–4 dB. This

is visible for the waveform recorded in the vicinity of 45

and 60 MHz. The increase in radiated emissions is most

probably caused by the operation of the inverter itself.

4.3. 50 Hz Electromagnetic Field Measurements

Due to the fact that the inverter is a source of 50 Hz volt-

age that (the same as in the power network) and works with

high power, it is necessary to check whether the permissible

levels of EM fields present in the proximity of this device
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are not exceeded. The measurements were performed for

residential building conditions, in accordance with stan-

dard [28]. For the 50 Hz mains frequency, the allowed

values equal 5000 V/m for the electric field and 80 A/m

for the magnetic component. Since no measurement dis-

tances from the tested device (inverter) are recommended,

only the general recommendation was followed, namely the

measurements were performed 0.3 m from the unit and

1.8 m above the floor. At this position, the maximum EM

field strength was obtained for both Objects using a field

intensity meter type HI-3604 by Holaday Industries. The

location of the measurement sites is presented in Fig. 11,

and a summary of the results obtained is given in Table 2.

Fig. 11. Location of measurement points in Object 1 a) and

Object 2 b).

During the measurements, power consumption of the

household was close to maximum. The intensity of the

relevant EM field components at each test point did not

exceed the permitted level in close proximity to the in-

verter. Therefore, at other locations within the household,

field strength values describing the mains frequency elec-

tromagnetic field will be correspondingly lower and thus

safe for the environment.

Table 2

50 Hz electromagnetic field values for different

measurement locations

No.

Object 1 Object 2

Evaluation
Electric

field

[V/m]

Magnetic

field

[mA/m]

Electric

field

[V/m]

Magnetic

field

[mA/m]

1 51.6 90.0 18.7 583.2

No issues

2 61.4 47.4 12.2 489.6

3 44.2 39.3 47.3 432.0

4 29.0 20.5 44.8 295.2

5 36.5 17.3 9.8 316.8

6 29.2 14.2 79.9 108.0

7 35.5 22.2 52.8 236.2

8 - - 39.5 210.6

5. Propagation of Radiated Disturbances

It should be noted that the strength of the electric field was

measured in accordance with household-applicable stan-

dards, in close proximity to the source, i.e. the inverter

and its auxiliary equipment. In such a scenario, the issue

of spatial distributions of the emitted EM disturbances at

longer distances from the source may arise. However, due

to the complex propagation conditions prevailing in houses,

it is difficult to determine unambiguous propagation paths

of the disturbances emitted by the PV system’s secondary

components. The degree of susceptibility of electronic de-

vices depends on their location in the household and it

is difficult to precisely determine the position of the resi-

dents at a given time of the day. In this case, the propa-

gation of the EM field in a homogeneous semi-conductive

medium with variable characteristic parameters should be

considered.

The source of EM disturbances originating from the in-

verter along with its auxiliary equipment, due to the fact

that its size is small in relation to the entire building with

the solar system installed, may be presented in the form of

an electric dipole placed at the beginning of the Cartesian

coordinate system and oriented along the z axis, as pictured

in Fig. 12.

Fig. 12. Electromagnetic field of an electric dipole placed in

a homogeneous semiconductive medium.

The semiconductive medium in which the electromagnetic

field of the electric dipole is propagated is characterized

by [29]:

• magnetic permeability µ = µ1 ·µ0 [H/m],

• electric permeability ε = ε1 · ε0 [F/m],

• electrical conductivity σ [S/m],

• specific electrical resistance ρ = 1/σ [Ωm].

On this basis, it is possible to determine the important pa-

rameter of the medium, i.e. the wave number expressed

by [29]:

γ =

√

iωµ
ρ

− εµω2 =
√

iωµ (σ + iωε) , (6)

where ω is the pulsation [rad/s].
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The EM field components expressed in spherical coordi-

nates for the observation point O (see Fig. 12) take the

form [30]:

Er =
−Idz
4π

·2iωµ cosQ
eiγr

γ2r3 (1− iγr) , (7)

Eθ =
−Idz
4π

· iωµ sinQ
eiγr

γ2r3

(

1+ γ2r3
− iγr

)

, (8)

Hϕ =
Idz
4π

· sinQ
eiγr

r2 (1− iγr) . (9)

The values of field strength components depend not only

on the specification of the propagation medium, but also

on the frequency and distance from the source of RF en-

ergy. Under real conditions, it would be necessary to create

a wideband computational model of each object or to ana-

lyze data using the relations given in Eq. (7)–(9). It may

be assumed that the values of the EM field strength com-

ponents decrease with distance. In this case, it will be

necessary to perform bests of electric field strength in the

vicinity of the expected source of emissions and to assess

whether the obtained values do not exceed the levels per-

mitted under the standard. At longer distances from the

radiation source, field strength values will be lower than

the ones that have been measured. This is because in an

average interior, there are several surfaces reflecting and

absorbing EM radiation [31], [32]. This causes a reduction

in the levels of emitted fields, with the degree of such a re-

duction being a function of the distance from the source.

6. Conclusion

The paper attempts to assess whether domestic PV systems

pose a risk to residents and to the electrical infrastructure,

under normal conditions in which solar installations oper-

ate. In order to answer this question, extensive research

related to electromagnetic compatibility needs to be con-

ducted. In the case of electrical installations working to-

gether with renewable energy sources, tests of basic power

network quality parameters are recommended, such as ef-

fective value of the mains voltage, frequency, THD, flicker

and other factors, depending on the operating conditions

prevailing at a given location. In addition, for the sake

of the household members and to avoid malfunctioning of

the electrical appliances, it is necessary to measure the RF

emissions generated by the devices performing switched

mode energy conversion. In photovoltaic systems, this in-

cludes the inverter and its auxiliary equipment. In order

to ensure the safety of humans, it is important to measure

the intensity level of 50 Hz mains fields. It is recom-

mended to assess the acquired values based on standards

applicable to residential installation. The test campaign per-

formed by the authors and covering two randomly selected

domestic PV micro-installations shows that the compliance

of the power network with the recommendations set forth

in the standards is ensured. Similarly, the measurement

of high-frequency electromagnetic field emissions in the

30 MHz÷6 GHz range did not identify and situations in

which the levels permitted under the standard would be ex-

ceeded. This means that the installations are safe from the

point of view of their users. The measurements of specific

electromagnetic field components at the mains frequency

failed to identify any risks or additional threats that people

could be subjected to as well.
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Abstract—The article describes interference affecting the op-

eration of radiolocation and radionavigation devices used in

the air traffic surveillance systems, caused by the proximity of

building structures. The impact of a hypothetical structure on

the operation of primary and secondary air traffic surveillance

radars and DVOR/DME beacons was simulated. The results

of this simulation are presented in the form of airspace sectors

in which false identification of aircraft may occur, and where

it will not be possible to identify aircraft or use beacons due

to the certain portion of airspace being in the shadow cre-

ated by the structure. Analysis of the possibility of the PSR

radar receiver being blocked by a strong signal reflected from

a nearby building was performed as well.

Keywords—air traffic safety, environment obstacles, ground ra-

diolocalization systems.

1. Introduction

Civilian (and military) aviation authorities aim to ensure the

safety of personnel and passengers traveling by air. The de-

sired level of safety is ensured by complying with organiza-

tional rules and meeting applicable technical requirements.

Ground-based air traffic surveillance systems are an impor-

tant aspect of technical flight safety measures. Air traffic

control systems monitor aircraft traveling enroute, during

the departure and approach phase of the flight (around air-

ports) and at airports themselves. Air traffic surveillance

is performed with the use of various radio-electronic solu-

tions, such as radionavigation, radiolocation and air radio-

communication systems. Ground-based air traffic surveil-

lance hardware is usually located at airport premises, near

the runways, but may be also positioned at other locations

of key significance for air traffic control. Such hardware

interacts with devices installed aboard the aircraft.

Terrestrial radionavigation systems ecomprise, inter alia,

non-directional beacons (NDB), distance measuring equip-

ment (DME), VHF Omni Directional Range (VOR), and

VOR using the Doppler effect (DVOR) azimuth beacons,

markers (route beacons) and Instrument Landing System(s)

(ILS) – solutions made up of directional beacons that as-

sist crews while landing in low visibility conditions, or their

microwave versions, known as Microwave Landing System

(MLS). Ground-based radiolocation systems use radars to

indicate the position of the aircraft in airspace, they are

primary surveillance radars (PSRs), and to identify of air-

craft and provide much more information on it, they are

secondary surveillance radars (SSRs) [1].

Correct operation of air traffic surveillance systems is

crucial and their performance should not be affected by

any potential disturbances. The sources of such distur-

bances may include electromagnetic (active) sources, or

emission caused by environmental conditions (passive).

Specifications protecting radionavigation and radioloca-

tion systems against interference originating from various

sources are provided for in numerous documents published,

for instance, by the International Telecommunications

Union [2]–[6]. However, disturbance affecting the opera-

tion of ground-based air traffic surveillance devices, caused

by closely located structures, including various types of

buildings, is a problem as well. In some publications,

e.g. [7]–[9], the authors noted the potential impact that

man-made obstacles, such as buildings, may exert on the

operation of radars. However, they failed to present any

methods for analyzing the outcomes of such impact.

Structures present in close proximity of navigation systems

need to be positioned in a manner allowing to minimize

their negative impact. Some typical types of interference

include electromagnetic wave reflections and shadowing ef-

fects rendering specific portions of airspace unsuitable for

monitoring. Therefore, restrictions concerning the height

of buildings existing in close proximity to these radio de-

vices are introduced. As it is impossible to do away with

all structures in the vicinity of the abovementioned devices

(e.g. airport terminals, hangars, air traffic control towers,

or even offices and hotels), it is recommended that their

impact on the operation of such systems be studied in or-

der to gather information about the potential adverse types

of impact.

This article covers the effects of passive impact that struc-

tures may exert on the operation of air traffic surveillance

systems. A scenario in which fictitious structures impact

the operation of hypothetical radiolocation devices located

within the airport perimeter will be simulated as well, and

an analysis of the effects of such impact will be performed.
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In the literature, e.g. in [10]–[12], theoretical consider-

ations related to reflections of waves generated by SSR

radars, caused by ground-based objects, as well as to the

scattering of radio waves by wind turbines may be found.

However, it is the practical effects of these reflections, as

well as the outcomes of radio wave scattering and shadow-

ing phenomena that are extremely important and interesting

for the aviation authorities.

2. Effects of Disturbance Affecting Air

Traffic Surveillance Systems

False aircraft locations caused by the reflection of elec-

tromagnetic waves are one of the most serious effects of

disturbance created by structures present in the vicinity of

terrestrial radionavigation or radiolocation equipment. In

addition to such false locations, coordinate- and altitude-

related errors in determining the azimuth of and the dis-

tance to beacons may be experienced as well. These phe-

nomena are caused by the multi-path propagation of the

radio wave in scenarios in which other objects (structures),

reflecting the emitted signals are located in the vicinity of

the tracking facilities or the tracked object.

Fig. 1. False location of a flying object identified when the radio

wave is reflected by a building [1].

Such cases are illustrated in Fig. 1. Radio shadowing caused

by structures is another adverse effect. In this scenario,

certain space exists that cannot be reached by radio waves

emitted from the transmitters of radiolocation devices, as

it is located below the line of sight. The radio shadow-

ing phenomenon is somewhat alleviated by tropospheric

refraction curving the trajectory of radio waves. Antennas

of radiolocation and radio navigation devices are designed

in such a way that their vertical radiation pattern covers

a large range of elevation angles in relation to the Earth’s

surface, i.e. both small angles for low-flying and distant air-

craft and large angles for aircraft flying high and close to

the antenna. However, the resulting radio shadowing effect

limits radar or beacon coverage, as radio waves fail to reach

flying objects located in a certain part of the airspace. On

the other hand, from the point of view of aircraft, objects

located in the proximity of ground-based radio navigation

systems weaken their signals which cannot be received, in

some cases, by planes. Due to high operating frequency

used, the diffraction of radio waves observed at the edges of

buildings is small, but the radio wave is almost completely

suppressed in the radio shadow zone. Therefore, obstruc-

tion zones are defined, in radiolocation, both in terms of

their horizontal and vertical planes. These sectors are the

portions of airspace in which aircraft are undetectable or

where ground equipment is undetectable by aircraft.

Contact with ground-based radiolocation systems may also

be lost due to radar receiver blocking (saturation). This may

be the case in a situation in which a high-power radar pulse

is generated and directed towards objects located nearby.

The signal reflected by these objects returns into the aper-

ture of the radar antenna. Because of the high power of

the reflected pulse signal, a short break in the receiver’s

operation may occur due to the saturation of its front-end

circuit. This phenomenon is quite short-lasting due to the

duration of the reflected signal pulse and the rotation speed

of the radar antenna. But even such short breaks in the

operation of the receiver make it impossible to distinguish

objects located further away, thus temporarily preventing

objects positioned at greater distances from being identi-

fied. The receiver blocking phenomenon applies only to

PSR radars in which the emission and reception of pulsed

signals occurs at the same frequency. SSR radar receivers

are not blocked by reflections from nearby objects, as they

operate based on a different principle. Such radars use two

different frequencies for transmitting and receiving.

To avoid blocking a PSR radar, the power of the signal

arriving at its receiver, after being reflected from a (nearby)

structure Po, should be lower than the receiver’s saturation

power Pbl .

Po ≤ Pbl . (1)

Po may be determined by:

Po = Ppr +Gr (Θr)−Lb−L f o +M−R [dBm] , (2)

where:

Ppr – equivalent power radiated by the radar isotropically

(in a pulse) [dBm],

Gr(Θr) – energy gain of the receiving antenna in relation

to the isotropic antenna [dBi],

Θr – antenna elevation angle considering the slope of the

antenna pattern,

Lb – attenuation of the radio path on the incident wave and

reflected from the object towards the antenna [dB],

L f o – receiver feeder attenuation [dB],

M – margin factor considering multipath propagation [dB],

R – object reflection coefficient [dB].

In most cases, the M factor may be left out because the

receiver is always blocked when the reflecting objects are

very close to the radar (are located in the near field zone).

Therefore, it is assumed that the object from which the radio

wave is reflected, being capable of blocking the receiver, is

not located in the near field zone of the PSR radar antenna.

The worst conditions for blocking the radar receiver occur

when waves propagate in free space, without scattering,

atmospheric absorption and when the object’s reflection
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coefficient equals 0 dB. When needed, different reflection

coefficient values for various frequencies and wave polar-

izations, as well as for different types of building materials

may be calculated according to the methodology presented

in [13].

It should be emphasized that modern PSR radars are

equipped with a sensitivity time control (STC) device used

to suppress strong signals generated by reflections at very

short distances. Nevertheless, any structure present in close

proximity to the radar may reflect radio waves. Hence, an

analysis of a scenario in which the receiver may be poten-

tially blocked by reflections should always be performed.

3. Simulation of Interferences Caused

by Structures

Simulations determining the impact of nearby buildings on

the operation of ground air traffic control devices should al-

low to designate radio-limited zones. When designing stru-

ctures present in the vicinity of radiolocation devices, such

an analysis should be carried out in order to obtain infor-

mation about potentially incorrect operation of equipment.

In order to assess spatial limitations of radar (loss of cover-

age along a specific direction and at a specific height above

ground level) caused by the formation of radio shadow

zones, the solid of the planned structure should be mod-

eled as a terrain obstacle. Next, the elevation angles and

azimuths of the beam radiated by the radar incident on the

analyzed structure should be determined. Such a procedure

allows to identify areas in which radio shadows caused by

this structure are formed, i.e. areas in which radio visibil-

ity is reduced. Similarly, areas with reflections that may

result in false aircraft locations being determined may be

identified.

In order to simulate disturbances affecting the operation

of radiolocation devices and caused by ground structures,

a fictitious building, i.e. hotel complex, was modeled in

the vicinity of one of the inactive airports in Lower Sile-

sia, Poland. Fictitious PSR and SSR radars, as well as

DVOR/DME beacons, were modeled, too. Their layout is

shown in Fig. 2. Calculations related to airspace zones in

Fig. 2. Ground-based aviation equipment and hotel buildings

modeled on the DTM map base.

which radio shadows may appear and in which locations of

aircraft may be determined falsely relied upon a detailed

digital map (digital terrain model – DTM).

Tables 1–3 present selected basic parameters of typical PSR

and SSR radars, as well as of DVOR/DME beacons used

for the purpose of the simulation described in this article.

Table 1

Selected basic parameters of a PSR radar

Operating frequency [MHz] 2800

Mechanical antenna tilt [◦] 0

Antenna gain – high beam [dBi] 32

Antenna gain – low beam [dBi] 33

Pulse radiation power [kW] 32

Height of the electrical center

of the antenna [m] a.g.l.
37

Table 2

Selected basic parameters of the SSR radar

Operating frequency [MHz] 1030/1090

Mechanical antenna tilt [◦] 0

Height of the electrical center

of the antenna [m] a.g.l.
30

Table 3

Selected basic parameters of the DVOR/DME

Type of DVOR antenna Alford slot antenna

Type of DME antenna Omnidirectional

Height of the electrical center

of the DVOR antenna [m] a.g.l.
4.7

Height of the electrical center

of the DME antenna [m] a.g.l.
8

3.1. Simulation of the Shape of the Radio Shadow Zone

Caused by Hotel Buildings

Fig. 3. Azimuth range in which the horizontal diaphragm/radio

shadowing will occur for PSR radar.
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Fig. 4. Azimuth range in which the horizontal diaphragm/radio

shadowing will occur for SSR radar.

By simulating the building’s impact on the operation of

PSR and SSR radars, a radio shadow zone, horizontal and

vertical diaphragms of PSR and SSR radars, as well as

areas with potential range losses could be determined. Fig-

ures 3 and 4 show the calculated azimuth ranges with the

horizontal diaphragm of PSR and SSR radars.

Figures 5 and 6 show the calculated azimuth ranges in

which the vertical diaphragm of PSR and SSR radars will

occur. The following designators are used in these draw-

ings:

• Φ – angle of deviation from the direction of the max-

imum radiation,

Fig. 5. Azimuth range in which the vertical diaphragm/radio

shadowing will occur for PSR radar. (see the digital edition for

color images)

Fig. 6. Azimuth range in which the vertical diaphragm/radio

shadowing will occur for SSR radar.

• Ψ – angle of the building’s facade,

• dashed red line – height of the electrical center of

the antenna above ground level,

• dashed green line – direction of maximum radiation,

• solid blue line – radar antenna’s direct line of sight.

Using the radiation characteristics of the radar antenna sys-

tem, the areas of the airspace (with height being a function

of distance) in which radar coverage is lost have been deter-

mined. These areas were designated for both PSR radiation

beams, i.e. for the upper and lower beam, and for the SSR

radar radiation beams serving the downlink and uplink.

Fig. 7. The area (marked red) in which PSR radar coverage is

lost due to the screening effect caused by the hotel building (radar

high beam).
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Fig. 8. The area (marked green) in which PSR radar coverage is

lost due to the screening effect caused by the hotel building (radar

high beam).

Figures 7 and 8 show the area with PSR radar coverage

lost, while Figs. 9 and 10 show the area with SSR radar

coverage lost.

Fig. 9. The area (marked blue) in which SSR radar coverage is

lost due to the screening effect caused by the hotel building (beam

serving the uplink).

Fig. 10. The area (marked green) in which the SSR radar cover-

age is lost due to the screening effect caused by the hotel building

(beam serving the downlink).

Table 4 presents the boundaries of the space in which loss

of the PSR radar coverage is expected (with height above

ground level being a function of distance), occurring within

the azimuth range of 17.1–36.8◦.

Table 4

Loss of PSR radar coverage

High beam

Radar operating range

[nautical miles]
10 15 20

Radar operating ceiling

[thousands of feet]
0.2 0.3 0.4

Low beam

Radar operating range

[nautical miles]
20 40 70

Radar operating ceiling

[thousands of feet]
0.4 0.8 1.6

Table 5 shows the boundaries of the space in which loss

of the SSR radar coverage is expected (with height above

ground level being a function of distance), occurring within

the azimuth range of 317.3–340◦.

Table 5

Area with PSR radar coverage lost

Uplink

beam

Radio operating range

[nautical miles]
50 100 180

Radar operating ceiling

[thousands of feet]
13 30 70

Downlink

beam

Radar operating range

[nautical miles]
50 100 180

Radar operating ceiling

[thousands of feet]
12 30 60

3.2. Identification of Zones with Potential False

Detection of Flying Objects

Fig. 11. Calculated azimuths at which primary radar beam will

reflect from the hotel buildings in the horizontal plane.
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Fig. 12. Calculated azimuths values at which secondary radar

beam will reflect from the hotel buildings in the horizontal plane.

In the scenario in which radar beams may be reflected by

the hotel buildings, thus leading to false determination of

the position of flying objects, calculations of horizontal and

vertical plane azimuth ranges were performed. Figures 11

and 12 show the ranges of radar beam reflections from hotel

buildings in the horizontal plane, for PSR and SSR radars.

In the case of primary radar, a location error may occur in

the azimuth ranges of 109–124◦ and 311–311.2◦.

For secondary radar, incorrect detection due to radar beam

may occur in the azimuth range of 167–191.6◦.

Fig. 13. Calculated azimuth range at which primary radar beam

will reflect from the hotel buildings in the vertical plane.

Figures 13 and 14 show the range of radar beam reflections

from hotel buildings in the vertical plane, for PSR and SSR

radar, respectively. The markings of angles and lines are

the same as in Figs. 5 and 6.

Fig. 14. Calculated azimuth range at which secondary radar

beam will reflect from the hotel buildings in the vertical plane.

3.3. Simulation of Disturbances Affecting the Operation

of DVOR/DME Beacons

When considering limitations affecting the operation of

a beacon, an analysis of its location in relation to build-

ings should be performed in order to determine the form

of the diaphragm/radio shadowing. It causes loss of the

beacon’s operating range. Apart from being diffracted at

the edges of the structure, it was assumed that the radio

wave is completely suppressed in the shadow zone, mak-

ing it impossible to identify the beacon of flying objects.

In addition, it is necessary to establish the boundaries of

the airspace in which false detections of the beacon’s po-

sition may take place due to reflections from the walls of

the building.

Results of analyses concerned with the existence of the

radio shadowing zone are presented in the Figs. 15–16.

Figure 15 shows the determined loss of operating range of

Fig. 15. Calculated azimuths range at which the horizontal

diaphragm of DVOR/DME beacons will occur.
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DVOR/DME beacons due to the diaphragm/radio shadow-

ing caused by the hotel buildings in the horizontal plane.

The loss of beacon’s range (no identification possible) may

occur within the azimuth range of 254.07–257.38◦.

Figure 16 shows the determined loss of operating range of

DVOR/DME beacons due to the diaphragm/radio shadow-

ing caused by the hotel buildings in the vertical plane.

Fig. 16. Vertical azimuths below which signals of DVOR/DME

beacons are obscured.

It was determined that in this case the loss of the ability to

identify the beacon in the vertical plane, due radio shadow-

ing, will be experienced below the elevation angle of 2.29◦

and for 2.43◦ for DME and DVOR, respectively.

Results of the analysis allowing to delineate the portion

of the airspace in which flying objects may erroneously

determine the location of beacons due to the reflections

from the building, are shown in Figs. 17 and 18.

Fig. 17. Azimuth range within which horizontal reflections of

the beams generated by DVOR/DME beacons from hotel buildings

will occur.

Figure 17 illustrates, in the horizontal plane, the range of

reflection of the signal beam from DVOR/DME beacons.

In this case, the azimuth range of the reflected beacon beam

is: 66.57–68.92◦.

Finally, Fig. 18 presents the range of reflection of the beam

generated by DVOR/DME beacons, from hotel buildings,

in the vertical plane.

Fig. 18. Vertical azimuths below which beams of radio waves

generated by DVOR/DME beacons are reflected by the building.

In this case, reflections of the radio waves generated by the

beacons in the vertical plane, resulting from the presence

of an obstacle in the form of a hotel building, will occur

below the elevation angles of 2.29◦ and 2.43◦ for DME

and DVOR, respectively. It means that low-flying aircraft

may falsely determine the location of these beacons while

traveling within such a range.

3.4. Analysis of Scenarios in which the PSR Radar

Receiver is Potentially Blocked

Here, an analysis of the scenario in which the PSR radar

circuit is potentially blocked upon receiving a strong signal

reflected from nearby objects is performed with the worst

propagation conditions taken into consideration and assum-

ing that the beam radiated by the radar is fully reflected

from these objects.

In this case, the radio path loss for the signal emitted by the

radar and reflected from the object can be determined by

the well-known formula for free-space basic transmission

loss [16]:

Lb = Lb f = 32.4+20log f +20logd [dB] , (3)

where f is the frequency in [MHz] and d is the distance in

[km].
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Knowing the distance between the PSR radar and the nearby

object, and being aware of the height of the radar antenna’s

electric center and the height of the object concerned, one

may assess whether the radar receiver will be blocked by

the reflection of the radiated beam.

Assuming the typical parameters of a PSR radar:

Ppr = 32 kW = 75.1 dBm, f = 2800 MHz, Gr(θr) =
33.0 dBi and L f o = 2 dB, and using the distance from

the radar antenna to the nearest building of approx. 693 m,

the loss of free-space path from the radar to the object is:

Lb f = 32.4+20log 2800+20log(2×0.693)

= 32.4+68.9+2.8= 104.1 dB . (4)

Using the relative decrease in the gain of the receiving

antenna, observed as the distance towards the object de-

creases (calculated based on the vertical characteristics of

the PSR radar), for an incidence angle of 0◦ in relation to

the azimuth of maximum radiation (3 dB), the total gain

of this antenna towards the considered building will be

33.0− 3 = 30.0 dB. With the assumed reflection coeffi-

cient of R = 1 (0 dB), the power of the signal received by

the radar after reflection by the building is:

Po = 75.1+30.0−104.1−2−0= −1.0 dBm . (5)

According to [4], the average saturation level of an air traffic

control (ATC) radar receiver is equal to Pbl = 13 dBm.

Thus, according to Eq. (2), the received signal power ob-

tained above, after reflection from a (near) object Po is by

14 dB lower than the saturation power of the radar’s receiver

Pbl. In the scenario under consideration, the building will

not block the operation of the PSR radar.

4. Structure-related Restrictions

Imposed by ICAO

In order to reduce the probability of disturbances affecting

the operation of ground-based air navigation equipment,

caused by the close proximity of various building structures

and radio shadowing, the International Civil Aviation Orga-

nization (ICAO), has defined the recommended minimum

distances of radionavigation, radiolocation and air commu-

nication devices from nearby buildings [14]. The methodol-

ogy relied upon for determining the boundaries of off-limits

areas, i.e. the sizes of protection zones around ground-

based air navigation equipment, is presented in Fig. 19,

while the distances applicable to various types of such de-

vices are shown in Table 6. It should be noted that apart

from various types of structures, no other objects (mo-

bile and stationary, permanent or temporary), terrain faults

or vegetation of any kind should be present in the pro-

tected zones. If a structure needs to be positioned inside

the protection zone, it is necessary to analyze its impact

on the operation of each of the ground-based devices in

operation.

Fig. 19. Protection zones for aviation ground equipment [14].

Some general guidelines (but not having the form of for-

mal standards) regarding the presence of buildings in the

vicinity of DVOR/DME devices are also presented in [15].

ICAO recommends to designate protection zones around ra-

diolocation devices and to define restricted areas in which

the no structures should be present. These recommenda-

tions should be obeyed into practice. However, in some

cases, when it is not possible to avoid the construction

of such structures, it is necessary to identify those sectors

of the airspace in which proper operation of radiolocation

equipment may be affected.

Table 6

Data from Fig. 19 for selected radionavigation and radiolocation devices

Type of navigation or

surveillance facilities

First cylinder

radius r [m]

Cone wall incli-

nation angle a [◦]

Second cylinder

radius R [m]

Second cylinder

radius* j [m]

Second cylinder

height* r [m]

Origin of cone and axis

of cylinders at ground level

Distance measuring

equipment DME N
300 1.0 3000 n/a n/a Base of antenna

Doppler VHF omni-

directional range DVOR
600 1.0 3000 10000 52 Centre of antenna systems

Primary surveillance

radar PSR
500 0.25 15000 n/a n/a Base of antenna

Secondary surveillance

radar SSR
500 0.25 15000 n/a n/a Base of antenna

* for wind turbines only
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5. Conclusions

Data sourced from ground-based radiolocation and radion-

avigation systems are mainly used to identify aircraft, to

determine their current location in the airspace and some

of their flight-related parameters. The position of radionav-

igation devices on the ground is determined by the aircraft

as well. It may be difficult or outright impossible to ob-

tain such information when building structures and other

man-made objects are located in the vicinity of air traffic

control stations. In extreme cases, as a result of reflections

of radio waves radiated by radar antennas, false positions

of the aircraft may be presented. On the other hand, the

radio shadowing phenomenon caused by the existence of

terrain, artificial and natural obstacles, results in the op-

eration of radiolocation devices being subjected to some

spatial limitations.

The effects of such impact are presented based on the ex-

ample of a fictitious building located in the vicinity of

a runway of a closed airport in Poland. Those sectors of

the airspace in which the positions of aircraft may be de-

termined falsely or cannot be determined altogether due

to radio shadowing have been established. The probabil-

ity of blocking the radar receiver by radio waves it gener-

ates being reflected from a nearby object, was analyzed as

well. In addition, those airspace sectors have been iden-

tified where it would be impossible for aircraft to iden-

tify the position of radio beacons due to the formation of

dead zones (radio shadowing) caused by the presence of

a building.

The methods relied upon for analyzing the impact of sur-

roundings on the operation of radiolocation and radion-

avigation systems, as presented in this article, may fa-

cilitate forecasting unfavorable phenomena adversely af-

fecting the operation of these systems (in a scenario in

which buildings already exist in the vicinity of airports)

and may also contribute to eliminating them at the design

stage.

The calculation results presented indicate that the dimen-

sions of their projection on the plane perpendicular to the

direction of the radar devices were as small as possible

(surface area and height).

In such scenario, the radio shadow created by the building

will be minimized. In addition, the value of the angle

at which false readouts indicating the position of flying

objects or beacons will be minimized as well.
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Abstract—The paper reviews the factors limiting the accuracy

of locating a fiber optic cable fault when using an optical time

domain reflectometer (OTDR) and describes an error estima-

tion method for typical use cases. The primary source of er-

rors lies in the complex relationship between the length of the

optical fiber (measured by OTDR), its routing, cable design

depending on cable design and type of installation (i.e. duct,

directly buried, aerial) as well as the spare lengths used for

service purposes. The techniques which considerably improve

the accuracy of the fault localization processes are presented,

the importance of accurate documentation of the network and

of referencing the fault location to the nearest splice instead

of end of the line are discussed, as is the absence of cable helix

factor in data sheets.

Keywords—fault location, fiber optic cable, helix factor, OTDR,

single-mode fiber.

1. Introduction

OTDR is a measurement instrument used for diagnosing

fiber optic networks [1], [2]. The main advantage of OTDR

over a less expensive testing technique relying on a light

source and a power meter is its ability to indicate the dis-

tance from the OTDR’s optical port (or another reference

location) to any discontinuity or “event” in the fiber being

tested.

However, OTDR gives the length of the optical fiber be-

tween the OTDR’s optical port and the fault. Due to the

design and installation conditions, the measured length of

the fiber is always longer than the length of the cable or

the distance measured along its route. In order to be useful

for fault location, such a value must be converted to cable

route length to the fault or, much better, to the distance

between the fault and the nearest component of the cable

link that may be located without much difficulty – usually

a cable splice.

Depending on the cable and installation technique used,

the fiber length may exceed the route distance by up to 8%.

With repeater sections in terrestrial fiber networks being up

to 100 km long (or longer), even a reasonable difference

of 1.5% may produce a location error of up to 1,500 m.

This prevents the fault from being located and identified

quickly by the service technicians arriving at the location

that is equal (route distance) to the (fiber) distance shown

by OTDR, as they may be unable to notice that a ditch

that has caused the cable to be cut is located approximately

800 m away.

This paper focuses on diagnosing of long (10–130 km)

fiber links used in telecom networks, where the accuracy

of OTDR-based fault location is of key importance, and

where installation techniques and record-keeping facilities

used tend to be consistent.

The article is arranged as follows. Section 2 presents the

relationships between cable route lengths, cable and fiber

lengths, as well as gives the definitions. Section 3 presents

a review of fiber optic cables and their helix factors. Sec-

tion 4 highlights the effects of cable installation on extra

lengths of cables and fibers. Section 5 presents OTDR

operating principles and issues that are important for the

accuracy of fault location, with Section 6 describing how

the fiber distance should be converted to cable or route dis-

tance in order to facilitate the process of locating faults.

Conclusions are presented in Section 7.

2. Optical Fiber Cables – Definitions

This section explains the definitions used: lengths (dis-

tances) of optical fiber, cable and cable route, understood

as a line joining all facilities between specific terminations

of the fiber optic cable link: buildings, manholes, poles,

etc.

Several terms used in this paper, such as the “helix factor”,

“fiber overlength”, or “index of refraction”, are not fully

standardized and are defined differently in the literature, in

datasheets, and in OTDR user manuals. To accommodate

this, alternative names are indicated throughout the paper.

There are three distinct lengths/distances between a line ter-

mination, typically at the optical distribution frame (ODF),

where access to fibers for testing purposes is provided, and

a cable failure (event) detected by OTDR:

• fiber length: physical length of optical fibers between

ODF and the event,

• cable length (sheath length): sum of the length of all

cables between ODF and the event,
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• route length: cable route length projected onto the

ground, as seen on a map, between ODF and the

event.

The common rule is:

Fiber length (LF)>Cable length (LC)>Route length (LR).

The difference between fiber and route lengths is usually

the largest in aerial networks, where the LF : LR ratio may

reach 1.08. The other extreme is a cable link with a limited

fiber count duct cable of a central loose tube design, and

moderate spare segments of cable at each splicing location,

say 2× 25 m every 2 km, where the LF : LR ratio is only

1.006–1.008. Even in this case, the difference between LF
and LR reaches, after 50 km, 300–440 m.

The relationship shown above is generally applicable due

to the following factors:

• outdoor fiber optic cables contain excess lengths of

each fiber to accommodate temperature variations

and tensile forces without exerting excessive strain

on the glass fibers. This is most often done by pack-

ing an extra segment into a protective tube a length

of fiber slightly longer than this tube, with the fiber

forming a helix. Cables with stranded loose tubes or

slots include an additional (“dead”) length of fibers

which cannot be used to compensate for cable elon-

gation;

• joint closures store additional lengths of fibers to al-

low re-splicing. They are usually 0.5–1 m long on

each side of the splice;

• spare lengths of cables, typically 20–40 m, are placed

at selected locations along the cable route, preferably

near each joint closure to allow repair works;

• aerial lines include vertical runs of the cable at each

splicing point;

• duct networks often include numerous road or rail-

road crossings and offset manhole locations. At each

of them, an additional length of duct and cable is pro-

vided, e.g. 20 m, but this is not always recorded in

network documentation and in the route length data;

• line terminations in big buildings include non-

negligible lengths of cables between the entry to the

building and ODF ports, typically they are 15–50 m

long, while the cable route shown on a map seems

to end at the entry to the building.

The above list is not exhaustive due to specific issues, such

as wrapping a compact fiber optic cable around a support

(messenger wire), which increases cable length.

2.1. Helix and Route Factors

The method used to install the fiber optic cable greatly af-

fects the relationship between the lengths of cable route LR,

cable LC, and optical fiber LF . If the network connection

follows a uniform set of rules, e.g. consistent lengths of

cable sections and spare lengths are used, with one type of

cable, the approximate relationship is:

LF = HF ×LC = HF ×RF ×LR , (1)

where HF or “helix factor” (sometimes also referred to as

the “cabling factor”) is the ratio between the length of fiber

in the cable and cable sheath:

HF =
LF

LC
. (2)

HF depends on the type of cable – see Section 3. RF or

the route factor is the ratio between the length of cable and

the length of route. This parameter accounts for all extra

segments of cable in the line introduced by:

• spare lengths of cables,

• vertical sections in aerial installations,

• undulation of directly buried cables to compensate

for soil movement,

• running the cable through manholes offset from

a straight line, etc.

HF and RF vary within the 1.005–1.04 and 1.01–1.10

ranges, respectively. For example, if a cable section in

a duct network is 2,000 m long, and spare lengths of 20 m

are stored on each side of each joint closure, RF = 2040 :
2000 = 1.02, even with perfectly straight installation ducts.

The highest HF and RF values are observed in aerial

networks, in particular those with optical ground wire

(OPGW) and all dielectric self-supporting (ADSS) cables

suspended on high voltage overhead power lines. Such

aerial cables are exposed to a wide range of temperatures

and tensile loads. In order to accommodate the resulting

cable length variations, the cable must have a high over-

length of fiber with respect to cable length, with HF of up

to 1.04 in cables with stranded loose tubes.

A consistent relationship between route, cable and fiber

lengths may be expected in regional or long distance lines

built as separate projects. In urban and suburban environ-

ments, a much greater variability of RF is observed due

to non-straight cable routes resulting from limited rights of

way, street layouts, re-use of existing ducts, and obstacles.

Hence, only the helix factor is useful in such cases.

While the helix factor is rarely included in cable specifica-

tions, it may be calculated from internal dimensions of the

cable or may be measured.

3. Fiber Optic Cables

In this section, a review of cable designs is presented to

familiarize the reader with differences between the length

of fiber in the fiber optic cable (natively indicated by the

OTDR) and the cable itself (marked on the sheath), as well

as with typical HF values.
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Fig. 1. Approximate helix diameter d and fiber overlength ∆LT for different numbers of fibers in a 0.25 mm primary coating placed

in a 1.6/2.2 mm loose tube. The bundle of fibers is assumed to form a helix with pitch p of 100 mm. All parts are to scale.

3.1. Loose Tube Cables

In outdoor cables, fibers shall be protected against strain,

crush, or excessive bending that takes place when the cable

length varies with temperature and tensile loads, or when

deformation is experienced. A bundle of fibers (colored for

identification purposes) [1], [2], is placed in a loosely fitting

protective tube, called a loose tube, with a smooth inner

surface. To prevent water penetration, the tube is filled with

a gel or includes a water-swellable material. Alternatively,

the fibers may be formed and glued into ribbons [3] which

are placed in cables of either loose tube or slotted core

design.

3.1.1. Loose Tube

The glass fibers are mechanically decoupled from the tube

by placing an additional, uniformly distributed length of

them with respect to the tube. This extra segment is known

as fiber overlength or excess fiber length (EFL). It is a re-

sult of post-extrusion shrinkage of the polymer tube when

it is cooled down from the extrusion temperature of 220–

260◦C to ambient temperature. Unlike thermoplastic poly-

mers, the fused silica fibers are characterized by a low

and almost temperature-independent thermal expansion co-

efficient within the range of temperatures typical for the

manufacturing and use of fiber optic cables, i.e. approx.

0.55 · 10−6 K for a bare glass fiber and 2.25 · 10−6 K for

a fiber with the standard primary coating with the diameter

of 250 µm.

The fibers inside the tube are bent to form a helix, and may

be partially or fully straightened when the tube and cable

are elongated by tensile force or bent more sharply when

the cable contracts in low temperature. As long as the fibers

are not fully straightened, they are protected against exces-

sive strain which may cause a failure. However, excessive

overlength causes severe bending of fibers and increases

attenuation.

The fiber length to tube length ratio is defined by:

HFT =
LF

LT
, (3)

where: HFT – helix factor of straight loose tube (≥ 1), LF
– physical length of optical fiber, LT – physical length of

tube.

In some publications and OTDR user manuals, an alterna-

tive definition of the helix factor (for tubes and cables) is

used, defined as an extra fiber length divided by tube length

and expressed as a percentage figure:

∆LT =
LF −LT

LT
·100% . (4)

This parameter is also known as fiber overlength, and this

concept will be used here.

If the fiber has a regular helical (spiral) shape with pitch p
and diameter d, HFT may be calculated as:

HFT =
LF

LT
=

√

1+

(

πd
p

)2

, (5)

while fiber overlength in the tube, expressed as percentage

rate, is calculated as follows:

∆LT =





√

1+

(

πd
p

)2

−1



 ·100% . (6)

For overlengths of up to 1%, encountered in all typical

cable designs, a simplified formula is used, retrieved after

error correction from [4]:

∆LT ≈ 493 ·
(

d
p

)2

[%] . (7)

Medium and high fiber overlengths, such as 0.1–0.6%

(HFT = 1.001–1.006) are desirable in outdoor cables that
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are exposed to tensile forces and variable temperatures. The

helix diameter d is lower than the inner diameter of the tube,

roughly by the width of the bundle of fibers, as shown in

Fig. 1. When the tube is filled with fibers, the fibers are

positioned straight and overlength is close to zero. This

is typical in “tight-fitting” tubes for micro cables or duct

cables with very high fiber count.

There is a trade-off between mechanical protection of fibers

and their density in the cable. According to the applicable

standard [5], a long-term strain of 0.20% is permitted for

silica fibers proof-tested at 1% strain. Overlength typical of

small diameter loose tubes is not satisfactory for many ap-

plications, particularly in aerial networks. Therefore, small

tubes are suitable for cables in which stranding results in

additional overlength or for cables which are blown into

ducts by dedicated pneumatic devices using well-controlled

tensile force.

3.1.2. Cable with Central Loose Tube (Unitube)

This type of a loose tube cable incorporates a single,

straight tube located in the center and surrounded by sheath,

strength members, ripcords, etc. An example is shown in

Fig. 2.

Fig. 2. Cross-section of a duct cable with central a loose tube.

In this case, the overlength of fibers is caused only by form-

ing a helix inside the tube, and:

HF =
LF

LC
= HFT =

LF

LT
, (8)

where: HF – helix factor of cable, LC – length of cable,

marked on its sheath.

3.1.3. Cable with Stranded Loose Tubes

In this design, the cable core incorporates multiple and

identical loose tubes stranded around a central rigid strength

member in one or more layers. The number of tubes is 4–12

in a single layer (Fig. 3). Stranding is either helical or re-

versible, also known as SZ or reverse oscillating lay (ROL).

Reversible stranding makes it easier to manufacture cables

with the use of more compact machinery and allows to

extract selected tubes during cable splicing. The mechan-

ical conditions for fibers are similar. The cable frequently

gets a second external strength member made of aramide,

glass or basalt fibers to withstand significant tensile forces,

especially in aerial applications.

Fig. 3. 60-fiber dielectric, gel-filled duct cable with 5 stranded

tubes and filler. All parts are to scale. Fillers enable to strand the

core with a reduced fiber and tube count.

Stranding results in overlength of tubes and fibers inside

with respect to cable sheath, adding to the overlength of

fibers existing in (straight) tubes. For helical stranding, the

formulas for the tube helix factor HFS and overlength are

the same as for fibers in the tube:

HFS =
LT

LC
=

√

1+

(

πdS

pS

)2

, (9)

∆LS ≈ 493 ·
(

dS

pS

)2

[%] . (10)

Here, pS and dS are the pitch and diameter of the helix

formed by each tube in the cable. Equations (9) and (10)

apply also to helically twisted slots in a slotted core cable.

The cable helix factor may be obtained by adding 0.03–

0.05% to account for the typical fiber overlength inside

a loose tube.

There are several differences with respect to straight loose

tube:

• helix diameter dS is large, typically 4–8 mm in a sin-

gle layer cable (Fig. 3), and ∆LS in the range of

0.5-4% may be obtained,

• helix pitch pS is set during stranding, and ∆LS is

adjusted as desired,

• fibers cannot move all the way to the axis of the cable.

Most of the fiber’s overlength is “dead”, not useful for

accommodating cable elongation, but the remaining

“net” overlength of 0.15–0.8%, is sufficient.

The resulting helix factor in a cable with stranded tubes is

a product of both components:

HF =
LF

LC
= HFT ·HFS . (11)

For relative fiber overlength, the approximate formula is:

∆L = ∆LT +∆LS . (12)
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The second component is most important, because the tubes

have usually a small diameter of 1.5–3 mm.

If the cable contains more than 12 tubes, they are stranded

in 2 or 3 layers, e.g. with 6 tubes in the inner layer and

12 tubes in the outer one (Fig. 4), each with a different

helix diameter and pitch. The resulting helix factor for

fibers in each layer may be different, because the cable is

manufactured to achieve an identical “net” overlength and

a strain-free window for all fibers. Additionally, manufac-

turers tend to minimize the length of fibers to reduce costs.

A detailed description of the manner in which helix factors

are calculated and other related parameters may be found in

patents filed by the Corning company [6], [7]. For example,

the said description includes the calculation of a complete

strain window i.e. cable extension and contraction range

with zero fiber strain.

Fig. 4. The cross section of 216-fiber duct cable with 18 (6+12)

loose tubes stranded in two layers.

A typical network operation support system (OSS), where

data for all cable routes is stored in the network database,

usually cannot handle separate HF values for specified

ranges of fiber numbers in a single cable, e.g. 1–72 and

73–216 for the cable shown in Fig. 4. Instead, a single HF
value for all fibers in a given cable is stored, which causes

errors in locating faults for specific parts of the fibers. To

overcome this problem, a comment on what range of fiber

numbers the HF applies to, e.g. 1–72, and using only

OTDR traces of these fibers for locating faults, may be the

solution.

Another OSS issue is the need to assign different HF values

to each cable section, as future maintenance of the link may

be performed with the use of a different cable type.

Duct and directly buried cables need only a moderate net

fiber overlength (0.05–0.20%), because they are exposed

to large tensile forces only temporarily during installation,

and are protected against temperature extremes by thermal

inertia of the soil. A compact central tube may be a good

approach here.

A different situation is experienced in aerial cables, such

as ADSS and OPGW, exposed to variable tensile loads,

extreme temperatures and sun heat, where a “net” over-

length of 0.4–0.8% is expected. This is realized by adopt-

ing a short tube stranding pitch, typically equaling 100–

150 mm, as opposed to 300–600 mm in duct cables. An-

other solution is to use a large diameter central tube, but

such a design suffers from other issues, like tube stiffness

and migration of fibers inside the tube in aerial installations.

3.1.4. Microcables

A microcable is a compact type duct cable with an outer

diameter of 1.2–9.5 mm. While the optical unit is of the

loose tube type, major differences may be identified:

• it has only a minimal strength member and a thin

sheath,

• it requires blowing with pneumatic machinery and

strict control of tensile forces,

• it is installed in plastic microducts of a small diameter

(5–14 mm).

Fiber counts reach up to 576 - this is possible due to the use

of compact fibers in 200 µm or 180 µm primary coating.

The loose tubes in micro cables have small diameters (1.2–

2 mm), thin walls and are almost completely filled with

fibers. Designs with stranded tubes and a low stranding

pitch dominate, but due to the compact optical unit, the

HF of a micro cable is usually below 1.015.

3.2. Ribbon Cables

A fiber ribbon is a group of 4–24 fibers in colored primary

coatings, laid in parallel and bonded together with a thin,

soft matrix (Fig. 5) that may be easily removed mechan-

ically [8]. The ribbon does not include any overlength of

fibers.

Fig. 5. Cross-section of a fiber ribbon with 12 single-mode fibers.

Back in the day, ribbons were fully coated with a binder

material and therefore relatively stiff and difficult to bend or

twist. Multiple ribbons of this type may be densely stacked

in a large diameter loose tube, or in a rectangular groove

in a slotted core cable, with fiber counts of up to 1000

(Fig. 6).

While stacked ribbons fill well rectangular slots, their stiff-

ness restricts undulation that is necessary to obtain over-

length of fibers in a tube or slot. A larger net fiber over-

length may be obtained in a cable with stranded tubes or

a slotted core, where the slots in the central element form

a helix. The helix factor of such cables is comparable to

that of conventional loose cables with stranded tubes.
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Fig. 6. Schematic of a 200-fiber slotted-core cable with 4-fiber

ribbons in rectangular slots.

3.3. High Fiber Count Cables

The recent trend is to develop duct cables with extremely

high fiber counts. Such cables have either one or 4–6 large

tubes filled with 12-fiber ribbons. The ribbons are of the

partially (periodically) bonded type, a solution that allows

for easy twisting or bending and ensures that almost 100%

of space in the tube is used, also because the “bending

tolerant” or “bending insensitive” single mode fibers com-

ply with the ITU-T G.657.A1/A2 standard [9] and, hence,

tolerate some mechanical pressure without an increase in

attenuation. A good example is a duct cable developed by

Fujikura, with the outside diameter of 35 mm and 6,912

fibers in 200 µm primary coating formed into 12-fiber par-

tially bonded ribbons, all in a single central tube.

Similarly to micro cables, this solution is characterized

by a low overlength of fibers in tubes (fibers are almost

straight). The helix factor may be higher in large diameter

cables having stranded tubes.

3.4. Cables with Tight Buffered Fibers

The tight buffer is a layer of a rigid polymer, such as PBT,

polycarbonate, polyamide or (moderately) plasticized PVC

extruded over a single primary coated fiber – directly or

with intermediate layer of a soft polymer, e.g. silicone. The

outer diameter of a tight buffered fiber is 0.9 mm (0.036”),

and is sometimes reduced to 0.6 mm in compact type

cables.

The fiber overlength of 0.05–0.15% (HF = 1.0005–1.0015)

is provided by the post-extrusion shrinkage of the outer

layer of the polymer, as in a loose tube. The ability to form

the fiber into a helix to accommodate overlength is limited

by the lack of empty space, and the glass fiber is subjected

to compressive strain that decreases with temperature.

The helix factor of an indoor cable with 1–12 straight fibers

is higher, e.g. 1.005, because the tight-buffered fibers are

surrounded by soft aramid fibers (the strength member) and

form a helix or assume a similar shape after the cable jacket

has been extruded and cooled. Large capacity indoor cables

typically include stranded fiber units, and their HF may be

calculated using Eq. (9).

4. Issues with Cable Installation

In this section, we explain how the type of the fiber optic ca-

ble and the method of its installation affect the relationship

between fiber distance (determined by OTDR) and route

distance.

4.1. Duct Installation

This type of outdoor network design is characterized by

low requirements in terms of the cables used. The cables

are pulled into ducts having the inner diameter of approx.

100 or 37 mm (or even lower in the case of micro cables)

and are subjected to moderate tensile loads after installa-

tion. Duct cables are protected from temperature extremes

by significant thermal inertia of the 80–120 cm thick layer

of soil above the ducts, and against crushing forces trans-

ferred from the soil. The joint closures and spare segments

are stored in underground manholes or handholes. How-

ever, the underground environment is frequently humid and

cables may be surrounded by water or mud entering the

manholes and/or ducts.

Duct cables are designed to withstand moderate tensile

loads and temperature ranges. Cables with a single central

tube and with multiple stranded tubes, as well as slotted

core cables with fiber ribbons (in some countries only) are

used here. Their HF ranges from approx. 1.005 for thin

unitube cables to 1.015 for large fiber count cables with

stranded tubes.

The route factor is the lowest in newly built cable networks

located outside of towns, e.g. with cables pulled into plastic

ducts laid directly in soft soil. For example, with the length

of a cable section of 1500–2500 m, the spare lengths of 20–

30 m on each side of the joint closure, with 0.25% of the

total length added to account for failing to lay the ducts in

an ideally straight line and to take into consideration other

factors, the resulting RF equals 1.018–1.042.

In a complex urban environment with multiple obstacles,

with existing manholes being used, RF may exceed 1.10.

Similar conditions prevail when large spare cable segments,

i.e. 200 m and more, are stored in underground contain-

ers to allow for splicing work to be performed away from

inconvenient terrain. Under such conditions, it makes no

sense to apply a uniform route factor. Large spare sections

or deviations from a straight route shall be documented as

separate objects with precisely recorded lengths and cable

length markings.

4.2. Direct Burial

In this type of network design, cables of the strengthened

variety, preferably armored, are laid directly in the soil,

and therefore are exposed to considerable crush forces and

potential soil movements. However, the range of operating

temperatures and tensile forces are similar to those expe-

rienced in the duct networks, and the design of an optical

unit of the cable and its HF are similar.
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The route factor is usually low and equals 1.01–1.02, be-

cause the spare segments cannot facilitate servicing opera-

tions, as moving the cable would require troublesome and

costly excavation work. However, the cable is frequently

laid in a somewhat undulated form if soil movement, par-

ticularly in areas with underground mines, is a known risk.

4.3. Aerial Type of Installation

In the aerial network, each segment of the cable is sus-

pended between two pylons. At both ends of each 2–3.5 km

section, the cable enters an enclosure where a spare length

LSP = 20–30 m is stored, allowing for splicing work at

ground level and for future repairs – see Figs. 7 and 8. In

addition, there are vertical runs of the cable at the end of

each section, down to the joint closure. For the OPGW ca-

ble suspended over the power conductors of a high voltage

overhead power line 30–40 m above ground level, a 25 m

vertical run is a typical solution. For ADSS cables placed

below phase conductors, the vertical runs are shorter. In

a high voltage network using OPGW or ADSS cables, the

joint closure is usually attached to the pylon 5–15 m above

ground to prevent acts of vandalism. When the cables are

installed on a medium or low voltage power network or

on telecom infrastructure, the vertical runs are short, so

we will focus on an OPGW installation on a high voltage

overhead power line, considering it to be the worst case

scenario.

A section of an aerial cable is presented in Fig. 7.

Fig. 7. Schematic of an aerial cable line with key parameters.

The aerial cable forms a catenary line whose length LA in

a section having the span length of LS and sag (drop) d
may be calculated using [10]:

LA = LS +
8d2

3LS
. (13)

In this scenario, the cable is subjected to tension. The

tensile strain in reference conditions (20◦C, no wind, no

ice) is approx. 0.15–0.20% for OPGW [11], [12]. To find

the true (strain-free) length of the suspended cable in the

span, a corrected formula for a reference strain value of

0.2% is suitable:

LA = 0.998 LS +
8d2

3LS
. (14)

Because the fibers in an aerial cable are protected from

strain at moderate tensile forces applied to the cable (see

subsection 3.1), the sag and its variations depending on

temperature, wind and ice hazards have little effect on the

physical length of optical fibers in the cable, unless the

conditions are extreme.

The typical span in 110, 220, and 400 kVAC overhead

power lines in Poland is 300–400 m, and the sag is

3.5–6 m according to [13].

For a 320 m span and a 5 m sag: LA = 319.568 m, and

LA/LS = 0.99865. Counter-intuitively, the actual (strain-

free) length of the cable installed in a single span LA is

shorter than LS, although the difference is low and equals

0.135% only. The extension of the cable exceeds the length

added due to the catenary arc formed by the suspended

cable. For the following cable and installation specification:

• HF = 1.035 (fiber overlength: 3.5%),

• number of spans in a cable section 10,

• route length of a cable section LR = 10 × LS =
3200 m,

• cable spare lengths 2×LSP = 2× 30 m (see Fig. 7

and subsection 4.4),

• cable vertical runs 2×LV = 2×25 m,

we get:

• length of cable in 10 spans: 3200 × 0.99865 =
3195.68 m,

• length of cable in a cable section: 3305.68 m (RF =
1.033),

• length of fiber in a cable section: 3421.38 m,

• HF × RF = 1.0692 (6.92% difference between

lengths of fiber and route).

HF in several ADSS cables exceeds 1.04 and the pylons

are higher in mountainous terrain, so the difference between

measured fiber length LF and route length LR may exceed

8%. Even if the location of the fault is referenced to a splice

at the beginning of a cable section, it may be difficult to

identify span requiring inspection.

4.4. Spare Lengths of Cables and Fibers

These segments allow to perform maintenance without

adding a new section of the cable and an extra splice.

The spare length of a duct or aerial cable LSP is preferably

stored on each side of the splice and is coiled on brackets

in a manhole or on a pole (Fig. 8). If the cable passes an

area that is difficult to access with a utility vehicle carrying

the equipment necessary for cable splicing, the line may

incorporate considerably longer spares, 200 m or more,

stored in underground enclosures to allow cable splicing at

an accessible location.
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Fig. 8. Spare lengths of aerial fiber optic cable accompanying

a joint closure box: OPGW on a 400 kV high voltage power line

(left) and ADSS on a low voltage line (right).

5. Use of OTDR for Fault Location

An extensive and detailed description of OTDR operation,

as well as an interpretation of fiber traces is presented

in [14]. E-book [15] is another publication covering this

subject, but is considerably less detailed.

The most common kind of fiber cable fault is a localized

damage, such as fiber breaks or severe bends, causing high

losses in optical fibers. Such failures typically result from

excavation and drilling works, as well as from vehicles hit-

ting poles or cabinets. They constitute more than 80% of

all fault, usually occur rapidly and affect all fibers in the

cable [16].

Fault diagnostics with the use of OTDR include trace ac-

quisition from one end of the affected line to save time. The

most common fault, as mentioned earlier, is either a reflec-

tive break of the fiber, or a non-reflective and localized loss

with uneven values in different fibers. The location of all

fiber events is identical and testing multiple fibers brings

no improvement in this regards. However, it confirms the

type of the fault, e.g. damage of only some of the fibers in

the cable suggests a rodent, a shot or a lightning strike.

A specific type of a fiber fault consists in the failure of

a contaminated connector or a sharply bent fiber carrying

a high-power optical signal in a transmission system em-

ploying EDFA amplifiers (up to 0.5 W or +27 dBm) or

Raman amplification with powerful (multiple watts) pump

radiation injected into the fiber. This kind of fault occurs

at the ODF or inside a joint closure located relatively close

to a line terminal. It results in the fiber coating overheat-

ing and burning out, followed some time later by a break

of exposed glass fiber. Both the fiber break and damaged

connector are highly reflective events. Other fibers and

connectors are not affected.

All OTDRs used for diagnosing telecom networks are ca-

pable of automatically analyzing the fiber trace for disconti-

nuities exceeding a set threshold, e.g. 0.10 dB. Such events

are automatically listed, along with their type and param-

eters (loss, reflectivity, fiber distance to event). The fiber

trace and the associated event table may be saved to a file or

may be uploaded to a remote server. However, the distance

displayed is the fiber length LF between the OTDR’s port

(or a reference connector, when a launch fiber is employed)

and the event. This value must be converted to cable length

LC, using Eq. (2), and next to distance between the fault and

the closest easy-to-find objects, such as manholes, cabinets

or poles with the joint closure.

The staff tasked with testing the fiber are often subcon-

tractors servicing multiple networks, and do not have any

precise data (ne f f , HF, route documentation) necessary for

precise location of the fault. This information must be

provided by the network operator from his OSS or cable

network database.

5.1. Instrument Uncertainty in Distance Measurement

The distance uncertainty is usually specified by OTDR

manufacturers as a sum of:

• 0.001–0.005% of distance measured (1–5 m for

100 km),

• cursor resolution (0.1–20 m depending on pulse

width).

For a distance of 100 km and the pulse width of 1 µs

(100 m), the uncertainty defined using this method is be-

low 25 m. With a longer pulse of 10 µs (1000 m), the

uncertainty is higher due to the shape of the pulse, optical

receiver’s impulse response, operator’s skill, software used,

etc. For a 10 µs pulse we can reasonably expect an uncer-

tainty of approx. 75 m. Still, this is only 0.075% of the

fiber distance measured.

The distance measurement error resulting from ignoring the

cable helix factor is in the 0.15–4% range, while the spare

lengths and vertical runs of cable and undulation of cable

may incorporate a comparable error.

5.2. Refractive Index of Optical Fiber

There are two parameters of the optical fiber that are im-

portant for fault location using OTDR:

• effective refractive index ne f f for calculating fiber

length between the OTDR’s optical port and the fault,

• attenuation limiting the maximum length of the fiber

which may be tested.

The geometry, attenuation, dispersion and mechanical pa-

rameters of telecom-grade fused silica fibers are standard-

ized under ITU-T [9], [17] and IEC [18], [19]. The fiber’s

effective refractive index ne f f , defined as the ratio of one-

way transmission delay τ in the fiber multiplied by the

speed of light in vacuum to the fiber’s physical length LF
is not standardized:

ne f f =
cτ
LF

. (15)

In general, ne f f of multimode fibers (1.47–1.50) is higher

than of single-mode fibers (1.46–1.47) because of the lower
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difference in the refractive index between the core and the

cladding, as well as frequent incorporation of depressed

(fluorine-doped) inner cladding in single-mode fibers.

Other names of this parameter include index of refraction

(IOR) [20], effective index of refraction (EIOR) [21], ef-

fective group index of refraction [22], and group refractive

index [23].

Specifications provided by fiber manufacturers include val-

ues of ne f f at intended operating wavelengths [22], [23]

with a decent resolution, e.g. ne f f = 1.4682. The esti-

mated consistency of ne f f , resulting primarily from its de-

pendence on the fiber mode field diameter (MFD) and its

production tolerance, typically ±0.4–0.5 µm, as well as

the tolerance of OTDR operating wavelength [21], approx.

±20 nm, amounts to approx. ±0.0003. The variations ob-

served with changes in temperature (for fibers in primary

coating) and aging are negligible. A margin for other factors

like rounding must be added, increasing ne f f uncertainty to

0.0001. However:

• ne f f is wavelength-dependent due to chromatic dis-

persion of the fiber, resulting in a difference between

values at 1310 nm and 1625 nm of up to 0.002 for

the ITU-T G.652 or G.657.A single-mode fiber (for

the worst case scenario),

• cable specifications often fail to include ne f f , as the

fibers in the cable can vary.

The uncertainty in measurement of fiber distance LF re-

sulting from the uncertainty of ne f f is proportional to the

measured value. Two scenarios are important here:

a) the user has entered the ne f f found in the data sheet of

the fiber under test,

b) the ne f f value from OTDR factory settings or from pre-

vious measurements is used.

The review of available datasheets indicated that ne f f val-

ues of commercially available single-mode fibers for ter-

restrial networks, conforming to ITU-T G.652.D, G.654.E,

G.655.C/D/E, and G.657.A1/A2 standards, are within the

following ranges:

• 1.4606–1.4710 at 1310 nm if the fiber is designed for

operation at this wavelength,

• 1.4620–1.4700 at 1550 nm.

The difference between extreme values is about 0.010, so

the combined error in setting the ne f f in the second case

increases to ±0.0110. Using a ne f f value for a wrong

wavelength, e.g. 1550 nm instead of 1310 nm, may increase

this error up to ±0.0130.

During the measurement of fiber distance of LF = 100 km,

the uncertainty expected in scenarios (a), (b), and (b)

with data for wrong wavelength is 68 m (0.068%), 748

m (0.748%), and 884 m (0.884%), respectively. This error

in scenario (a) is comparable with distance measurement

uncertainty specified by manufacturer of the OTDR.

5.3. Fiber Refractive Index and Cable Helix Factor

For reliable distance measurements, the value of ne f f pro-

vided by the fiber manufacturer must be set in the OTDR

for each wavelength at which fiber testing is planned. The

range is at least 1.4–1.6, giving a possibility of introducing

a large error by entering wrong ne f f , and it may be expected

that the value will be reduced to 1.00 due to the recent

introduction of low-latency photonic bandgap fibers with

a hollow core, designed for data center applications [24].

Fibers with ne f f values as low as 1.02 were developed re-

cently as well.

Many OTDRs allows to input cable HF or equivalent fiber

overlength as a percentage value [20]. This parameter is

wavelength-independent.

Because ne f f is usually specified at two or three wave-

lengths, such as 1310 nm, 1550 nm and sometimes 1625 nm

for single-mode fibers, the value at another wavelength, e.g.

1650 nm, may be estimated by linear interpolation or ex-

trapolation [21].

The default value of HF is 1.000 (0.0% fiber overlength).

If the OTDR has no HF setting function, a solution is still

possible – after setting ne f f equal to the ne f f of the fiber

multiplied by HF, the instrument will show the length of

cable instead of fiber.

5.4. Measurement of Cable Helix Factor

The length of an outdoor cable with a rigid strength mem-

ber, except for the OPGW made of stranded wires, is

marked accurately on the sheath by the factory (maximum

tolerance of cable length is 0–1% of length markings, while

the typical tolerance equals 0.2%). This allows to calculate

HF from the fiber length LF measured with OTDR and ca-

ble length LC between markings at both ends of the length

under test, using Eq. (2). However:

• the HF value established using this method is valid

only for a given type and size of cable. It varies con-

siderably for otherwise equivalent cables from other

suppliers,

• HF is much less consistent than fiber ne f f .

6. Distance Correction for Fault

Localization

The techniques enabling a more precise localization of fiber

cable faults include:

• conversion of the measured fiber length to cable

length using the helix factor,

• accounting for spare, vertical and indoor lengths of

cables,

• using the route factor which is useful only for long,

uniform lines,

• referencing distance to the nearest splice instead of

ODF.
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Effective use of these methods requires access to OSS in-

formation, i.e. a valid database of cable routes and net-

work facilities, including buildings, manholes, poles, street

cabinets, splice and termination locations, cables (type,

HF value, fiber type, count, and ne f f ), together with their

geographical locations and fiber IDs. Additionally, the OSS

shall store the reference OTDR traces of all fibers, mea-

sured from both ends of the line, for comparison with the

test data acquired before and after servicing.

With a decent set up and well-maintained OSS, the sys-

tem is capable of calculating the actual location of a fault

after entering a raw distance to the fault measured with

OTDR, and of presenting this location on a map together

with nearby objects, such as manholes or buildings for

reference.

Unfortunately, this is not always possible, as the mainte-

nance of infrastructure data is costly and labor-intensive.

In such cases, manual or semi-automated correction of dis-

tance to a fault may be the only option.

The best way is to set the OTDR up with HF of the cable to

be tested. Alternatively, cable length LC may be calculated

from the measured fiber length LF using Eq. (2).

This method has no use when the line is made up of two or

more different types of cable, unless corrections for each

part are made separately, which is complex and with inher-

ent error risk.

The use of route factor (RF) is recommended only for long,

uniform lines with one type of cable, uniform installation

rules, straight routes, and even so, specific “jitter” resulting

from the conversion of discrete spare and vertical lengths

of cables to a fraction of total cable length is experienced,

meaning that the accuracy of this method is low. The length

of route to fault LR may be calculated from measured fiber

length LF using Eq. (1).

Referencing to the nearest splice is the best approach when

combined with use of cable helix factor for conversion of

fiber distance to cable distance. While a complete single

mode fiber optic link may have a length of up to approx.

120 km, the cable section extending between splices is typ-

ically up to 4 km long, and most often 2.5 km or even less.

Consequently, errors in the measurement of distance to fault

stemming from an unknown or improperly set HF and ne f f
are proportionally reduced.

The suggested fault location procedure is as follows:

• acquire a fiber trace and set the cursor at the begin-

ning of a fault (spike or fall on the fiber trace),

• look for the nearest splice before the fault and mea-

sure the distance between them,

• verify whether this distance is smaller than the length

of the cable section. If not, this means that the near-

est splice was missed due to very low (apparent) loss,

and another fiber shall be tested,

• convert the measured splice-to-fault fiber distance to

cable distance, using Eq. (2),

• use this cable distance to find the relative location

of the fault with respect to the nearest objects in the

route documentation, e.g. the fourth manhole after

the one with a joint closure. The spare lengths of

cable must be included.

In a duct network with a 2000 m cable section, cable with

HF = 1.015 (1.5% fiber overlength), 0.2% uncertainty of

HF (0.002), and spare length of cable near the joint closure

LSP = 20 m, the expected error in a fault location process

relying on this procedure is approx. 5 m. Without cor-

rections for HF and spare lengths of cable, the error may

reach 50 m under the same conditions.

7. Conclusions

Precise location of a fault in an outdoor fiber optic cable

using an OTDR is crucial for enabling fast and efficient

cable repairs and for restoring the fiber connections. The

use of OTDR allows to locate a fault from a distance of

100 km or more, with the accuracy in order of 100 m,

therefore enabling to begin servicing without losing any

time on looking for the actual fault location.

The methods of estimating the locations of fiber cable

faults, as presented in this paper, shall be useful in achiev-

ing this goal, especially when a fully featured network OSS

is not implemented. The use of the parameter of fiber op-

tic cables discussed in this paper, i.e. the helix factor, is

always essential.
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Abstract—The methodology presented in this paper covers the

topic of automatic detection of humans based on two types of

images that do not rely on the visible light spectrum, namely

on thermal and depth images. Various scenarios are consid-

ered with the use of deep neural networks being extensions

of Faster R-CNN models. Apart from detecting people, in-

dependently, with the use of depth and thermal images, we

proposed two data fusion methods. The first approach is the

early fusion method with a 2-channel compound input. As it

turned out, its performance surpassed that of all other meth-

ods tested. However, this approach requires that the model

be trained on a dataset containing both types of spatially and

temporally synchronized imaging sources. If such a training

environment cannot be setup or if the specified dataset is not

sufficiently large, we recommend the late fusion scenario, i.e.

the other approach explored in this paper. Late fusion mod-

els can be trained with single-source data. We introduce the

dual-NMS method for fusing the depth and thermal imaging

approaches, as its results are better than those achieved by the

common NMS.

Keywords—depth imaging, person detection, sensors fusion,

thermal imaging.

1. Introduction

The primary goal of this work is to explore the feasibility of

detecting human silhouettes in non-visible light spectrum

images, without accessing RGB images for reference. Our

experiments focus on thermal and depth images showing

people in indoor and outdoor environments, i.e. images

that are similar to surveillance footage.

The use of alternative imaging sources in computer vision-

related tasks is important for numerous reasons. One of

those reasons is that they extend the spectrum of features

that can be recognized. In this case, recognition is based

on the temperature of objects (thermal imaging) and on

their geometrical features (depth imaging). Temperature

measurements may be critical in the context of the recent

pandemic and the demand for wide-scale systems capable

of monitoring health parameters. Privacy is another es-

sential aspect that needs to be taken into consideration. At

certain location, the use of standard RGB cameras may be

prohibited to protect the privacy of data subjects. In such

circumstances, surveillance systems relying on alternative

vision cameras may prove to be the best solution available.

When working with alternative vision systems, the fact that

fewer resources are available than in the case of RGB-image

based architectures (data needed to train the algorithms or

evaluation benchmarks) is the key challenge.

Consumer-grade non-RGB detectors are usually character-

ized by lower resolution levels, and the images have poorer

quality than their RGB counterparts. That may affect the

precision of detection. The size of thermal images used

in this paper is 160× 120 pixels and the average size of

the detection boxes framing human silhouettes is approxi-

mately 36×56 pixels. Still, detection performance of ther-

mal images surpasses that of higher resolution depth im-

ages (see Tab. 1) with the resolution of the latter equaling

1280× 720 pixels. This is probably caused by a higher

level of noise in depth images which hampers their depth

accuracy. Therefore, a fusion of different image sources

may lead to the improvement in results. Specific methods

relied upon for merging thermal and depth imaging will be

discussed in the second part of the paper.

The investigation of the ability to determine the correct fu-

sion methodology required that a dataset be identified con-

taining images of both types, with the pairs of images being

spatially and temporarily aligned. These requirements are

met by the IPHD dataset which was complied for the Iden-

tity Preserving Human Detection Challenge [1] organized

in 2020. The IPHD dataset was built using frames extracted

from two synchronized image streams: a thermal one and

the other containing depth-related information. The dataset

is used to evaluate the detection methods proposed in this

work and to train the models. We do not use any auxiliary

data for estimating models’ weights. However, we employ

transfer learning techniques from models that were pre-

trained using the Common Objects in Context dataset [2].

2. Dataset with Thermal and Depth

Images

The IPHD [1] dataset was compiled by researchers from the

Chalearn Looking at People group. The entire set consists

of over 100,000 pairs of images cut from two video streams,

without maintaining information about their order. The

footage was captured indoors and outdoors, at such places
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Table 1

Detection evaluation metrics for single depth and thermal models based on the Faster R-CNN architecture computed

based on the IPHD-test dataset. For reference, results of a method proposed by the authors of the IPHD database are

shown as well. As no MAP was used in their publication, the relevant fields are marked NA (not available)

Method

Detection precision (± std. dev.)

Thermal images Depth images

AP50 AP75 MAP AP50 AP75 MAP

Single model (ours) 83.23% (±0.28) 56.38% (±0.32) 51.77% (±0.29) 71.26% (±0.59) 44.01% (±0.45) 42.46% (±0.49)

Baseline method from [1] 52.45% 15.95% NA 34.32% 9.91% NA

as streets, universities, libraries, and private houses. The

video frames were spatially and temporally aligned. There-

fore, they may be used independently or may be merged

using one of the fusion methods. The extracted images

were arbitrarily split into the development set (IPHD-dev),

consisting of 84,818 images of both types, the validation

set (IPHD-val), consisting of 12,974 images of both types,

and the test set (IPHD-test), containing 15,115 images.

All the images are associated with ground-truth bounding

boxes that show the position of people in the scenes. Peo-

ple visible in the images perform various actions: sitting

on the sofa, lying on the floor, cooking, eating, talking on

the phone. The scenes were manually labeled by the au-

thors using RGB images. The RGB stream was also aligned

with the other two, but it is not a part of the publicly avail-

able set. Manual labeling would be much more difficult or

even impossible for depth or thermal images, since human

body features are not easily distinguishable “with the naked

eye”. One may notice (see Fig. 1) that the temporal align-

ment is imperfect, and some of the ground-truth detection

boxes should be slightly shifted, especially the ones with

individuals moving fast. This is caused by issues with the

synchronization of sensors at a hardware level. Images in

the test set (IPHD-test) were manually adjusted to compen-

sate for the misalignment. The effect of label weakness

will also be discussed in this work. Because of the inferior

human perception of alternative imaging sources, they are

often considered privacy-preserving. However, the extent

to which they do not contain any individual features needs

to be investigated further.

2.1. Thermal Imaging

In thermal imaging, individual pixels represent far-infrared

radiation measured by an IR detector. Radiation may be

either emitted or reflected from the scene. The type of rep-

resentation and its range vary across different sensors, but

most thermal detectors have significantly lower resolution

than DSC and video cameras used in other imaging sys-

tems. Images that are included in the IPHD dataset were

collected with the FLIR Lepton 3 sensor. It is capable of

detecting infrared waves with the length of 8 to 14 µm [3].

The original resolution of the sensor is 160× 120 pix-

els. The thermal images in IPHD were padded to ensure

that their ratio is consistent with that of depth images. As

a result, they are 1-channel 16-bit pictures with a resolu-

Fig. 1. Spatially and temporally aligned frames from the IPHD dataset: thermal images (upper row, in Kelvin) and depth images

(bottom row, in meters). The images are shown in the altered color scales for better visualization (originally, one-channel 16-bit images).

The bounding boxes indicate ground-truth locations of people (green boxes for thermal images, red boxes for depth images). Ground-

truth labeling of non-RGB images can be challenging, because some of the features are difficult to perceive by the human eye. Here,

in the IPHD dataset, labeling was performed using the corresponding RGB stream, which was not publicly available. Nevertheless,

a temporal misalignment may be noticed in some of the bounding boxes (second column). The misalignment is caused by problems with

synchronization between RGB and other sources. In the test part of the dataset (IPHD-test), the positions of boxes were adjusted manually.

Therefore, this subset contains stronger labels than those in the training part (IPHD-dev). (see the digital edition for color images)
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Fig. 2. Histograms of pixels from the IPHD dataset, computed

separately for the areas occupied by human silhouettes (ROI) and

for the background pixels. The temperature of pixels in thermal

images (a) may vary from 0 to 450 K, with most values being

within the 290–310 K range. Some of the pixels are set to 0

because of the spatial registration with depth images. Null pixels

also denote depth data missing. The values of pixels in the depth

images (b) range from 0 to 65 m, where 0 is typically caused by

erroneous readings. Most people are positioned not further than

4 m from the camera.

tion of 213× 120 pixels. Each pixel represents a specific

level of temperature in the Kelvin scale. The padded por-

tions of the images are filled with zeros, and zeros appear

also at locations where the depth images render erroneous

readings.

Temperature distribution of the images is presented in

Fig. 2a. Histograms were computed independently for the

areas occupied by human silhouettes and for the back-

ground. It may be observed that most of the pixels rep-

resenting humans have temperatures in the range of 295 K

to 310 K, with a mean value of approx. 303 K.

2.2. Depth Imaging

Depth cameras have become more popular and available

due to the abundance of devices serving as game con-

trollers. Depth sensors may be easily used to map the pose

of a human silhouette and other parts of the body, e.g.

hands. Although depth imaging may be based on various

hardware architectures, a typical consumer depth camera,

like Microsoft Kinect v1 or Intel RealSense, consists of an

active infrared projector and at least one infrared detector.

The projector casts an invisible light pattern onto the scene.

The distance of the object from the detector is estimated

using the triangulation method that measures light pattern

displacements [4].

The IPHD dataset contains depth images acquired with the

use of the Intel RealSense D435 sensor. The size of the im-

ages equals 1280× 720 pixels [5]. The images are 16-bit

channels, just like their thermal counterparts. Pixel val-

ues represent the distance to the depth sensor, expressed

in millimeters and have the maximum value of 65 meters.

Null pixel values express erroneous readings. Bad pixels

may appear at the borders of objects or human silhouettes

and may also be caused by reflective materials or strong

illumination.

Histograms of pixel values calculated for unprocessed depth

images are shown in Fig. 2b. As far as the temperature is

concerned, they were made separately for the background

pixels and the pixels assigned to the human body. It may

be observed that there are no labeled human subjects in the

range greater than 4 meters: at these distances, the bound-

ing boxes would be too small, and their contents would not

be easily distinguishable.

2.3. Image Preprocessing

Before deploying the detection algorithms, the datasets

were examined to choose the best preprocessing method.

For the preliminary observations, a small subset of 50 im-

ages was drawn from IPHD-dev. It is hereinafter referred

to as IPHD-pre. Using IPHD-pre, we manually labeled the

masks that indicated precise people locations. The masks

were used to select two distinct parts of the image: the

foreground in which a person appears (ROI) and the back-

ground. The histograms of pixel values for those two subar-

eas are shown in Figs. 2a and 2b, respectively. As the IPHD

database authors suggested, the pixel values in thermal im-

ages should be standardized before further processing. In

our work, the pixels in thermal images were clipped at the

minimum value of xmin = 285 K and the maximum value

of xmax = 315 K. Then, the images were normalized using

the mean and standard deviation calculated on the full set

of ROI pixels, excluding the null-value pixels. More pre-

cisely, each thermal image was preprocessed by extracting

mean value x̃th = 296.4 K and dividing it by σth = 330 K

such as:

X [X > xmax] = xmax ,

X [X < xmin] = xmin ,

X =
X − x̃th

σth
.
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The depth images were also standardized before processing

them with the use of the detection algorithms. Namely,

they were clipped to match the range of [0, . . . ,12 m] and

normalized with x̃d = 2.830 m and σd = 3.198 m.

3. Human Detection Methods Applied

to Depth and Thermal Images

There are several reasons why to include either depth or

thermal imaging sources in the detection system. One is

to augment the information about the objects for their fur-

ther classification. The second is to leverage the precision

of detection by adding potentially complementary imag-

ing features. Finally, the third reason is to diminish the

influence of bad lighting or image noise. The methods

proposed in the literature are based on various combina-

tions of image types: RGB and thermal [6], [7], RGB

and depth [8], [9], [10] or, less commonly, thermal and

depth [11].

This kind of a system is found to be functional in many

real-world applications, from vision for autonomous driv-

ing [12], to industrial inspection [13], monitoring of car

and vessel traffic [14], [15], drone surveillance [16], to

pedestrian detection. In our work, we focus on the task

of automatic person detection. Human detection solutions

are widely discussed in the literature, but mostly in the

context of RGB imaging. Most of the RGB-based meth-

ods apply also to alternative imaging sources. Older ap-

proaches are based on local descriptors, such as HOG or

SIFT features [17], [18], which have to be hand-crafted.

The recently proposed methods use predominantly convo-

lutional neural networks inside their detection pipeline [19].

The most popular human detection architectures detection

are Faster-RCNN [20], Mask-RCNN [21], SSD [22] or

YOLO [23].

The authors of the IPHD database introduced the detec-

tion model based on YOLO in their paper [1]. A YOLO

network is a single-stage detector that is available in var-

ious implementations, with its third version described in

paper [23] still being one of the most commonly used vari-

ations. The IPHD baseline method for thermal-depth de-

tection proposed a middle fusion network in which images

are merged at the second-to-last convolutional layer level.

The results generated by the algorithm serve as a point

of reference for comparison with other methods, as they

were computed under identical conditions and on the same

dataset as in the case of our experiments.

The method proposed in our work is an extension of the

Faster R-CNN method introduced in paper [20]. We have

chosen this detection network to be the core of our system

because it is easy to modify and perform better in terms

of accuracy than YOLO (based on the results presented

in [23]), as we do not intend to take into consideration

other metrics, such as performance. Faster R-CNN involves

a 2-stage detection procedure consisting of the region pro-

posal network (RPN) and the second stage module respon-

sible for final object detection and classification. RPN pro-

duces a set of proposals that are then fine-grained. In

the previous solution, named Fast-RCNN, these two stages

were implemented by two different networks, but in Faster-

RCNN, all functions are realized by one module. In our

implementation, the Faster R-CNN network is built using

the ResNet-50 [24] module (Fig. 3). The loss function has

two components. One is the classification loss Lcls for as-

signing the probability of the object belonging to one of

the classes. Here, as we perform solely person detection,

the estimation distinguishes two classes only. The other is

regression loss Lreg that compares the coordinates of box

ti with the ground-truth coordinates t∗i where i is the box

index, pi is the measure of “objectness” and p∗i is equal to

0 in the event of false detection.

L({pi},{ti}) =
1

Ncls
∑

i
Lcls(pi, p∗i )

+λ
1

Nreg
∑

i
pi ∗Lreg(ti, t∗i ).

(1)

Typically, at the end of the detection procedure in R-CNN

networks, some post-processing methods need to be applied

to reduce the number of regions that overlap too closely.

Non-maximum suppression (NMS) is one of the most com-

monly used algorithms, and its will be elaborated on in the

section concerned with late fusion.

Fig. 3. Single detection model based on Faster-RCNN. Faster-

RCNN typically consists of the RPN that generates a candidate list

of detection boxes. RPN may be realized by one of the selected

convolutional neural network architectures, such as ResNet-50 or

AlexNet. At the end of data processing, ROI pooling is performed

on the list of candidates to produce the final list of results with

classification scores.

4. Results and Discussion

Average precision (AP) is typically used as the evaluation

metric to test the detection methods. AP may be computed

at different ranges of overlap between detection results and

ground-truth bounding boxes. The level of precision with

which two sets of coordinates are capable of describing

the same object is measured by the intersection-over-union

(IOU), defined by the area of overlap between two bounding

boxes divided by the area of union.
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Fig. 4. We experimented with different model fusion patterns,

namely late fusion (a), where the results of two models are merged

into one set of results using dual non-maximum suppression, and

early fusion (b) – where the images from thermal and depth

streams are combined into one input of the model trained to rec-

ognize the compound input.

The authors of the IPHD dataset suggested AP50 (aver-

age precision at IOU=50%) to be the primary evaluation

metric of the challenge. This choice was motivated by the

weakness of the ground-truth labels. Typically, in detec-

tion benchmarks, AP75 is used, and it was calculated in

our experiments as well (average precision at IOU = 75%).

We also added MAP (mean average precision) as defined

in the COCO challenge [2], being the mean value of AP at

IOU=[50%: 5%: 95%].

Our experiments started by training two independent mod-

els based on Faster-RCNN networks, with ResNet-50 serv-

ing as the backbone (Fig. 4). The first one was trained on

thermal images. Random crops and horizontal flips aug-

mented the training set. Network weights were optimized

with the use of the SGD method, with the learning rate

initialized at 0.005 and updated every three epochs. The

thermal detector achieved AP50 equal to 83.23% and AP75
equal to 56.38% (see Table 1). All the results are computed

on the test part of the IPHD dataset (IPHD-test) and are av-

eraged for three repetitions of the training and evaluation

procedures.

The second model – with its architecture identical to the

first one - was trained on depth images. For this setup, we

obtained AP50 = 71.26% and AP75 = 44.01%, respectively.

Detection evaluation metrics for the depth model were

much lower than those for the thermal network. Therefore,

we may consider the depth data to be more challenging

than their thermal counterparts for running the detection

algorithms on.

Some qualitative results of experiments with single-model

detection are shown in Fig. 5. We can see that for the depth

model, there is often a more significant number of false

detections (third column in Fig. 5) and missed detection,

especially for smaller objects (second column in Fig. 5).

Detection errors may be easily explained, since some ob-

jects are difficult to distinguish from people in the depth

scenes for the human observer. On the other hand, we

noticed false detections pointing to a dog visible in the

thermal images. It would be probably reduced by adding

labels of other warm objects (like animals and electrical

appliances) to teach the network to distinguish them from

humans.

4.1. Fusion of Models

Fusion of deep neural models is a technique that can typi-

cally boost the accuracy of results, as shown in paper [25]

in relation to the classification of videos. The authors dis-

tinguished there three approaches to classify the content of

multi-frame data: early fusion, late fusion, and slow fu-

Fig. 5. Qualitative human detection results using IPHD-test data. Blue rectangles indicate ground truth bounding boxes. The consecutive

rows show the detections for a single thermal model (first row, green boxes), the detections for a single depth model (second row, red

boxes), and predictions from the model with early fusion (third row, cyan boxes).
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sion. The division is defined by the point of the network

at which the flow of information is merged. Early fusion

means concatenating the data before further processing it

inside a model. Consequently, in late fusion, the data is

merged at the end of the model. In slow fusion (or middle

fusion), merging is performed at some of the intermedi-

ate layers of the model. The slow fusion technique was

applied to the detection network in the IPHD method dis-

cussed here for reference (results showed in Tab. 1). Also,

the two other approaches (late and early fusion) can be

transferred directly to the domain of multimodal images.

Therefore, we decided to employ them in our experiments.

Late fusion was realized by the application of different ver-

sions of the non-maximum suppression algorithm (NMS).

Models trained in the previous experiments were reused as

components of the fusion system. In the case of early fu-

sion, it was necessary to change the structure of the model

and perform the entire training procedure. Results for the

fusion strategies were compared against results for the sin-

gle image approaches discussed in the preceding section.

The code of the library was written with PyTorch and

it is available online: github.com/weronikagutfeter/

Red-Hot-Deep-Blue.

4.2. Dual-NMS

Our late fusion method was based on non-maximum sup-

pression (NMS) [26]. NMS is a post-processing algorithm

that is typically used to minimize the number of redundant

and overlapping detection results. Simple non-maximum

suppression, also called greedy NMS, begins with sorting

the detection boxes by their scores in the descending order.

Then, results from the sorted list are compared, one by one,

with the remaining results. If the IOU of the compared pair

of boxes is larger than a selected threshold value, the box

with the lower confidence score is removed.

This paper employs a modified version of the NMS algo-

rithm to merge the detection boxes originating from the two

distinct models: thermal and depth. The modified version

of the algorithm is called dual-NMS. The idea behind this

approach is to collect pairs from the two lists of detection

boxes, which are also sorted by their confidence scores,

like in the simple NMS method. Boxes with the highest

scores (from the depth or the thermal lists) are taken, one

by one, and compared with all boxes from the other list.

The selected detection box is paired with the result with

a sufficient IOU and the highest score among the candi-

dates from the other list. The pair is then merged into

a single result, and the final detection box coordinates are

updated by applying weighted averaging of the coordinates

of the components.

Since some unassigned detection boxes may be left af-

ter the pairing, several approaches to managing unpaired

boxes were evaluated. The simplest solution is to remove

the unassigned results, as they are either not present in

any stream, have low confidence scores, or are duplicates.

However, one of the streams is likely to be a more robust

source of detection results. Thus, we may leave the un-

paired samples from this source.

To sum up, we checked four versions of the algorithm:

with all of the unpaired results removed, with all of the

unpaired results kept, with only the unpaired thermal re-

sults kept, and, finally, with the unpaired depth results kept.

For the reference, we compared dual-NMS with the simple

NMS algorithm applied to the concatenated list of detec-

tion boxes. Precision rates of the fusion are presented in

Table 2. For comparison, the results for single model detec-

tors from Table 1 are shown at the bottom. The best results

for late fusion approaches were obtained for the dual-NMS

with thermal results kept, for which AP50 = 83.31% and

AP75 = 57.84%. However, this model was only slightly

better than the single thermal model. It can be concluded

that for the NMS-based system, the impact of the depth

detection module is relatively low.

Table 2

Average precision of detection computed on the IPHD-test dataset for Faster-RCNN after applying a priori (early fusion)

and a posteriori (late fusion) merging techniques. Two best results – one for early fusion and one for late fusion are

shown in bold print

Fusion strategy

Detection precision (std. dev.)

Thermal + depth images

AP50 AP75 MAP

Late fusion with Dual-NMS

Leave all unpaired 77.28% (±0.72) 55.14% (±0.48) 49.91% (±0.57)

Leave unpaired

thermal
83.31% (±0.39) 57.84% (±0.14) 53.18% (±0.32)

Leave unpaired depth 74.90% (±0.56) 50.43% (±0.45) 47.07% (±0.54)

Remove all unpaired 69.63% (±0.44) 52.98% (±0.14) 46.76% (±0.33)

Late fusion with Simple-NMS 73.26% (±0.38) 51.39% (±0.68) 46.62% (±0.47)

Early fusion 88.86% (±0.19) 63.82% (±0.21) 57.42% (±0.38)

Single model
Thermal 83.23% (±0.28) 56.38% (±0.32) 51.77% (±0.29)

Depth 71.26% (±0.59) 44.01% (±0.45) 42.46% (±0.49)
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4.3. Early Fusion

The early fusion approach requires modification of the

model structure in order to accept concatenated data sources

serving as input for the network. The proposed method en-

codes a pair of images consisting of one thermal image

and one depth image in a single pass of the network. The

images are rescaled to 1280× 720 pixels to ensure their

consistent size, and are then stacked to create a 2-channel

multimodal image. As the model structure is less typical

than the structures commonly used in Faster R-CNN net-

works, it limits the options of transfer learning and requires

full retraining. The training dataset needs to be adequately

prepared. In the experiments, both channels were stan-

dardized in the same way as in single-image detection. For

a fair comparison, the fusion model was also realized using

Faster R-CNN architecture with ResNet-50 backbone, as it

was the case in the previous tests.

The early fusion approach surpassed all other methods

tested in this paper. The precision rates obtained equaled

AP50 = 88.86% and AP75 = 63.82%, respectively. The re-

sult was better than for the single thermal model by 6.7%

(AP50) and 13.2% (AP75), and surpassed the dual-NMS

method by 6.6% (AP50) and 10.3% (AP75). Qualitative re-

sults for the early fusion model are shown in the third row

of Fig. 5. Some of the missing and false detections were

eliminated as a result of applying fusion to the detector.

5. Conclusions

The experiments described in this paper prove that it is

possible to detect humans, both in thermal and depth im-

ages, while achieving acceptable precision rates. The rates

are acceptable but still far from the precision level that

may be obtained for RGB images. When comparing the

two types of streams, it may be noticed that the images

with information about the temperature are a better source

of visual information for identifying people. In depth im-

ages, people are harder to distinguish from other objects,

both for our algorithms and for humans. On the other

hand, the thermal network has more false positives in-

dicating other warm objects, such as animals or electric

equipment. This is not the case in the depth model. We

show that merging two types of imaging sources is capa-

ble of improving the outcomes generated by the detection

network. We tested two important fusion strategies: early

fusion (combining images at the network’s input) and late

fusion with a modified non-maximum suppression algo-

rithm, namely dual-NMS. Both variants showed improve-

ments in comparison to single-model detection. The best

solution was obtained when the model was retrained on

compound images (early fusion), and the result was bet-

ter than the one achieved with the dual-NMS approach.

However, we must stress that preparing early fusion mod-

els requires more effort and computational resources. We

used an aligned dataset to make the training procedure pos-

sible. This type of data is not always available. Late fu-

sion approaches allow merging the detection results from

two independent single-source models trained on unaligned

data. Further work on the methods under consideration

requires the dataset to be extended. Access to an RGB

source, for reference purposes, could be valuable for the

development of the algorithm. The order of frames is an-

other piece of information that is missing but may be ob-

tained. After proper labeling, the detection method can

be developed further and converted into a human tracking

solution.
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Abstract—This paper presents the influence of the COVID-

19 pandemic on gross domestic product (GDP) per capita for

the 27 countries of the European Union. A panel model with

fixed effects was applied to a dataset from 2010 to 2020. The

analysis covered 13 independent variables, including nine re-

lated to the telecommunications market, and assessed their

impact on GDP per capita. A variable related to the number

of COVID-19 deaths per one thousand inhabitants was then

added to the model. The results showed that COVID-19 is

a significant factor and is negatively correlated with GDP per

capita. The analysis described in the article has also shown

that the importance of the ICT sector increased during the

pandemic, i.e. the household broadband Internet variable be-

came statistically significant.

Keywords—COVID-19, European Union, GDP, ICT sector.

1. Introduction

The impact that technology exerts on the economy is indis-

putable, as evidenced by theoretical and empirical research

conducted in this area. Nowadays, innovative technologies

play a very significant role: they increase productivity, re-

define the manufacturing paradigms, remodel supply chain

relations and influence consumption [1]–[3].

In this paper, we examine how the relationship between

the market of information and communication technologies

(ICT) and the economy was affected by the COVID-19 pan-

demic. An analysis of the increasing number of publica-

tions indicates that modern technologies help mitigate the

outcomes of the pandemic. In fact, studies conducted by

international organizations suggest that countries with high

technological potential cope with the pandemic crisis better

than others [4]–[5].

Singh and Garg have also indicated that the telecom-

munications industry, in response to the changes in cus-

tomer demand for telecommunication services resulting

from COVID-19, must offer new digital products and tools

and has to upgrade its network infrastructure due to in-

creasing network traffic [6].

In contrast, Sale, Wood and Rebbeck show that revenues

of telcos in developed countries declined by 3.4% in 2020

compared to 2019. This is due to reduced activity of telcos’

customers – a phenomenon triggered by increased unem-

ployment and economic slowdown [7].

Do the conclusions drawn from global studies apply to the

more homogeneous structure of the 27 European Union

(EU) countries? Has the pandemic in the EU affected the

ICT market and economy? Is the ICT market affecting

the economy with the same strength as it did before the

pandemic? In this paper, authors will attempt to provide

answers to those questions.

In this article, an econometric model will be constructed to

verify whether there is a statistically significant relationship

between the ICT market and gross domestic product per

capita in the EU. The model will also examine the potential

impact of COVID-19, measured as a number of deaths per

1,000 inhabitants.

So far, the impact of COVID-19 on the global economy and

ICT market has not been the subject of extensive research.

Only the International Telecommunication Union (ITU) has

dealt with this issue extensively [4]–[5].

There have also been a few unrelated publications on the

changes that the pandemic caused in the telecommunica-

tions market, but they focused on specific issues, e.g. on

the increase in network traffic [8].

Several other studies devoted to regulations and the need

for post-pandemic changes may also be identified. Research

conducted in relation to this paper fills a certain gap in the

existing work on EU countries and the impact of COVID-19

on their economies.

2. Theoretical Framework

The role of technological progress in the economy, pre-

sented from the point of view of different economic the-

ories, serves as the point of departure for the considera-

tions presented in this article. Solow proposed his model

of economic growth by introducing a technological fac-

tor [9], [10]. The production function has the following

form:

Y (t) = A(t)F [K(t), L(t)] , (1)
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where t is the year, Y (t) is total production, A(t) is techno-

logical progress, K(t) is capital accumulation, L(t) is labor

force, and F [K(t), L(t)] is the production function.

The Cobb-Douglas function is most commonly taken here

as the production function, hence the production equation

takes the following form:

Y (t) = AK(t)α L(t)β
, α ,β > 0, α +β = 1 , (2)

where α is elasticity of capital and β is elasticity of pro-

duction.

Variable A is sometimes introduced endogenously into the

production function as technical progress embedded in la-

bor (also the so-called labor-augmenting technical progress)

or in capital (the so-called capital-augmenting technical

progress). Then, the formula of such a production func-

tion is:

Y (t) = K(t)α AL(t)β
, (3)

or, respectively:

Y (t) = aK(t)α L(t)β
. (4)

However, due to the key importance of ICT, growth models

that explicitly include variables related to this sector are be-

coming increasingly popular in the literature. Researchers

test the importance of the ICT market for the economy by

measuring its influence on GDP and productivity, but also

test the impact of regulations on investment in new tech-

nologies. The following function is an example of such an

approach [10]:

Y = ALα(N − ICT )β ICT γ
, (5)

where: Y is the denotation of a country’s GDP, ICT is the

capital spent on ICT, N-ICT is the remaining capital (non-

ICT), α – is elasticity of production, and β – is elasticity

of non-ITC capital.

Modeling for Poland was carried out by Kaczmarczyk [11],

who used 16 variables describing the ICT sector in detail

and several control macroeconomic variables, in his study

of the interaction between ICT and GDP. The model orig-

inally included, inter alia, the number of people employed

in the ICT sector, the number of ICT entrepreneurs (pro-

duction and services), the value of net sales (production

and services), the number of employees in ICT (production

and services), and the research and development (R&D)

expenditure.

Unlike the majority of other approaches, the author used

net sales of the ICT sector as the explanatory variable. He

then attempted to explain it mainly by R&D expenditure,

because this variable was the only one that was statistically

significant for ICT.

Models created in DELab UW are closer to their theoret-

ical counterparts [12]. They rely on both general macroe-

conomic variables and factors that are directly related to

the ICT sector to estimate the relationship between output

(GDP per capita) and the ICT market. In their analyses

of the latter variables, the authors selected 53 indicators,

some of which proved to be statistically insignificant. Start-

ing directly from the Solow model, the authors derived the

following function:

ln(GDP)it = β0 +(β1 +1) lnGDPi,t−1 + x′it β +αi + εit ,

(6)

where: GDPit is gross domestic product in year t for coun-

try i, GDPi,t−1 is gross domestic product in year t −1 for

country i, x′it is vector of explanatory variables, αi is the

country-specific effect, εit is the random component.

The inclusion of GDP in period t − 1 is explained by in-

come level convergence (i.e. countries with a higher base-

line GDP per capita experiencing lower GDP growth). The

individual effect for a given country results, in turn, from

the high diversity of the countries analyzed (the model con-

siders data from Europe, Asia and Africa).

Recent econometric models, including those attempting to

account for effects of the pandemic, are based on a simi-

lar convention. ITU attempts to estimate the relationship

between ICT and the economy by designing a structural

model in which the first equation takes the form of [4]:

log(GDP)pci
= µi +θ log(GFKF)it +σ log(HK)it

+β log(BB PEN)it +δCOVIDit + γ(BB PEN ·COVID2)it

+ρi,2020 + τt + εit ,

(7)

where: GDPpc is Gross Domestic Product per capita, GFKF

stands for gross fixed capital formation, HK is human cap-

ital, BB PEN is broadband penetration, ρi,2020 is the indi-

vidual country effect, τt are the control variables, COVID

is the number of deaths from SARS-CoV-2 per 100 people.

In addition, ITU measures the impact of digitization on

the economy based on a variable called digitization index,

as well as other factors: labor force, capital, and previous

year’s GDP. The results of the study showed that in coun-

tries with a more developed ICT market, the impact of the

pandemic on GDP was lower. This means that the ICT

market remains an important factor in the development of

the economy, even during a pandemic.

3. Data – Empirical Specification

Development of the following models was based on the

Solow model, with later modifications, while the selection

of variables was determined by econometric studies per-

formed around the world and by data availability. The data

used for this analysis are sourced from Eurostat, the World

Bank, and ITU databases. The modeling considered an-

nual data for the 27 EU countries, from the period between

2010 and 2020 decade. The variables that were used in the

models are presented in Table 1.

The modeling started with the analysis of raw data and of

the GDP per capita variable mentioned above, and relied

on the histograms of its individual determinants. In the
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Table 1

Variables used for modeling; source: authors’ analysis

Symbol Variable Source

gdp GDP per capita in current prices Eurostat

dgdp Lagged GDP per capita in current prices Eurostat

employment Total employment from 20 to 64 years [in thousands] Eurostat

employment ICT Total employment in ICT sector [in thousand] Eurostat

r d Total government budget allocations for R&D [in millions of euros] Eurostat

dgov expenditure Total general government expenditure [in millions of euros] Eurostat

dimport ICT ICT goods imports as percentage of total goods imports World Bank

dexport ICT ICT goods exports as percentage of total goods exports World Bank

household broadband Household broadband Internet connection [percentage] Eurostat

household access Households – level of Internet access [percentage] Eurostat

household fixed Fixed broadband subscriptions per 100 inhabitants ITU

household mobile Active mobile-broadband subscriptions per 100 inhabitants ITU

price fixed Fixed broadband basket ITU

price mobile Mobile broadband basket ITU

covid COVID death per 1000 inhabitants
John Hopkins

University

Fig. 1. GDP per capita in EU countries in 2010–2020. Source:

authors’ analysis.

case of GDP per capita, even a simple comparison with

individual countries, through the years, shows that a clear

decrease was observed in 2020 (Fig. 1).

Apart from the pandemic, no other exogenous factors af-

fecting GDP were observed at that time. This suggests that

it was COVID-19 that has led to the decrease in GDP per

capita [13]. Lockdowns, health care problems, production

shutdowns, electronic chip shortages or restrictions affect-

ing the transportation of goods and services are just some

of the factors that directly affect the economy.

The Hadri test for unit roots in panel data returned a p-value

of 0.000. This means that we can reject the null hypothe-

sis that no series has a unit root. By further testing each

country separately, using the augmented Dickey-Fuller test

(p-value threshold of 0.05), we conclude that all series are

non-stationary, with the exception of Greece, Luxembourg,

Slovenia, Finland, and Sweden.

To account for the 2020 pandemic, we included a control

variable for the number of COVID-19 deaths per 1,000

people. The hypothesis is that with a greater number of

infected people, the isolation measures enacted would be

broader and harsher. This, in turn, could harm the economy.

The number of deaths was chosen because the number of

infections does not account for different testing strategies

employed by various countries in response to the pandemic.

The distributions of the individual variables were close to

normal distribution, with some of them seeming to be left

skewed. On the other hand, correlations between variables

turned out to be strong for ICT imports and exports, as well

as for GDP per capita and lagged GDP per capita. Detailed

results of the correlation analysis performed are presented

in Fig. 2.

4. Econometric Model Results

The models that were tested for the purpose of this analy-

sis were based on PooledOLS, random effects models, and

fixed effects models [14], [15]. The F-tests for poolabil-

ity had a p-value of 0.000 for the pre-Covid era and of

0.000 with the year 2020 included. This means that we

can reject the null hypothesis that the countries are homo-

geneous. Hence, the PooledOLS model is not a good fit

for this analysis, as it does not account for the individual

effects [16]–[19].

Residuals of the PooledOLS model were also tested using

the Ljung-Box and Box-Pierce tests for autocorrelation of

the residuals. The resulting p-values were 0.000 and 0.000,

respectively. Therefore, we can reject the null hypothesis

that the results are not autocorrelated. This indicates that
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Fig. 2. Correlation between independent variables. Source: authors’ analysis.

the residuals are autocorrelated, which is a second reason

that the PooledOLS model is not suitable for this analysis.

The decision was made to use the Durbin-Wu-Hausman

tests. The p-values were: 0.000 for the pre-Covid era and

0.000 with 2020 included. This means that we reject the

null hypothesis that the random effects model is consistent,

and thus the fixed effects model is preferred, because it is

still consistent under the alternative hypothesis.

Estimation of the fixed effects model for 2010-2019 indi-

cated 5 statistically significant variables, of which only the

amount of government expenditure negatively affected the

dependent variable. The others, i.e. previous year’s GDP,

total and ICT employment, and households’ access to the

Internet affected the GDP positively (Table 2, FE pre-Covid

column).

Including year 2020 in the analysis and adding the Covid

variable reduced the fit of the model but made the variable

representing the price of landline calls statistically signifi-

cant (Table 2, FE Covid model column).

After estimating the preliminary results, only those vari-

ables that were found to be statistically significant were left

for the final analysis, with p-values equal to or less than

0.05 (Table 2, FE Covid optimized model column).

The residuals of the FE Covid optimized model were tested

using the Breusch Pagan test for heteroscedasticity. The

p-value was 0.2398, therefore there is no need to reject

the null hypothesis that the residuals of the model are ho-

moscedastic [20], [21].

Since the Durbin Watson test for autocorrelation cannot be

used, as the lagged dependent variable is used as an inde-

pendent one, autocorrelation was tested using the Ljung-

Box test. The resulting p-value for lag = 1 is 0.2081.

Therefore, there is no point to reject the null hypothesis

that the residuals are not autocorrelated. The similar Box-

Pierce test resulted in the p-value of 0.2104, with the same

outcome.

The residuals follow a normal distribution, with 2 excep-

tions (Fig. 3). The residual on the right is Ireland in 2015,

where the GDP rose by 26%. The residuals on the extreme

left are a few countries in 2020. Each country handled the

COVID-19 outbreak differently, and this variance was not

fully explained by the number of deaths per capita.

Fig. 3. Distributions of residuals in the FE Covid optimized

model.

The assumptions of the fixed effects model residuals are

as follows: they have a mean of 0, they are normally dis-

tributed and their variance is constant. They are also not

autocorrelated. The residuals of the FE Covid optimized

model meet these assumptions.

Finally, it was decided to use the model in its general form:

yit = β0 + βXit +αi +uit (8)

for t = 1, . . . , T and i = 1, . . . , N, where: β0 is the con-

stant, β is the matrix of estimated parameters, Xit is the
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Table 2

Estimation results

Symbol
FE pre-

Covid
FE Covid

FE Covid

optimized

const
0.7634

(0.0000)1)
0.7496

(0.0000)1)
0.6769

(0.0000)1)

dgdp
0.7870

(0.0000)1)
0.7981

(0.0000)1)
0.8182

(0.0000)1)

employment
0.3341

(0.0001)2)
0.2886

(0.0006)2)
0.2896

(0.0001)

employment ICT
1.3542

(0.0131)

1.1061

(0.0460)

r d
-0.0000

(0.7802)

-0.0000

(0.3429)

dgov expenditure
-0.0000

(0.0000)1)
-0.0000

(0.0001)1)
-0.0000

(0.0000)1)

dimport ICT
0.0010

(0.3836)

0.0008

(0.4808)

dexport ICT
-0.0005

(0.4215)

-0.0002

(0.7656)

household broadband
0.0003

(0.2461)

0.0006

(0.0298)2)
0.0023

(0.0023)1)

household access
0.0004

(0.2504)

-0.0000

(0.8122)

household fixed
-0.0000

(0.8828)

-0.0001

(0.8332)

household mobile
0.0001

(0.0480)2)
0.0001

(0.0392)2)
0.0002

(0.0025)1)

price fixed
0.0002

(0.1739)

0.0003

(0.0242)2)
0.0003

(0.0088)1)

price mobile
-0.0000

(0.9062)

0.0000

(0.9156)

covid
-0.0330

(0.0000)1)
-0.0325

(0.0000)1)

observations 270 297 297

number of countries 27 27 27

R-squared 0.9576 0.9515 0.9276
1), 2), 3) significant at 1 per cent, 5 per cent and

10 per cent critical value, respectively. Note: dgdp

is expressed as a decimal logarithm.

time-variant vector containing independent variables, αi is

the time-invariant, unobserved effect of each individual en-

tity, and uit is the error term.

After filling it in with data, Eq. (8) took the form:

log(gdp)it = 0.6769+0.8182log(gdp)i,t−1

+0.2896 employment it −0.000004303 gov.expenditureit

+0.0005 household.broadbandit

+0.0002 broadband.mobileit +0.0003 price. f ixedit

−0.0325covidit +αi +uit
(9)

for t = 1, . . . , 11 and i = 1, . . . , 27.

4.1. Interpretation of Model Results

We find R-squared value of 0.9276 to be a good result indi-

cating the models may be used to examine the relationship

between the economy, the ICT market and COVID-19. All

variables in the final FE Covid optimized model are signif-

icant with p-values of less than 0.01.

From the resulting model it was obtained that, ceteris

paribus, if the previous year’s GDP increased by 1%, then

the current year’s GDP would increase by 0.7981%. Ceteris

paribus, an increase in employment in the economy by 1%

would result in an increase in GDP by 0.336%. Smaller

differences can be observed for other variables related to

the ICT market, the change of which would result in an

increase in GDP ranging from 0.02% to 0.23% (ceteris

paribus). On the other hand, an increase in COVID-related

deaths by 1 per 1000 inhabitants would decrease GDP by

0.032% (ceteris paribus).

The FE Covid optimized model seems to confirm the hy-

pothesis that there could be a causal link between the

number of deaths due to COVID-19 and GDP dynamics.

The correlation is significant, the time sequence is correct,

i.e. the causes precede the consequences, and there ex-

ists a plausible explanation of the relationship between the

variables.

However, the model exhibits some outliers in 2020. This

means that the COVID-19 death variable alone is not

enough to account for the unobserved, time-variant vari-

able that represents the isolation measures introduced.

5. Further Research Areas

Despite the good fit of the model, it is not free of flaws and

limitations. First, the studied group of countries is not ho-

mogeneous – both geopolitically and in terms of economic

development. The formal regulations existing in the ICT

sector and the level of awareness of modern technologies

differ as well. These factors were not considered directly in

this analysis, but a model was used that takes such diversity

into account using the time-invariant unobserved effects of

the individual entities. An additional rule used to offset

this heterogeneity is the introduction, to the model of the

lagged GDP per capita variable. Admittedly, it explains

a large portion of the explanatory variable variance, but

this makes the impact of other variables more comparable

and closer to reality.

Some unusual observations were made concerning the raw

data, showing that four countries deviate significantly from

the remaining group. The degree of these deviations is large

enough to consider removing them from further analysis,

which could further improve the model’s fit. The observed

anomalies are:

• Ireland, which experienced record high GDP growth

of over 26% in 2015 (explained in the literature as

an accounting effect),

• Cyprus and Malta – which are small island coun-

tries, hardly comparable in terms of ICT develop-
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ment, clearly different from the other countries under

analysis,

• Sweden – where the residuals of the model strongly

deviate from the residuals of the model for other

countries.

A certain weakness of the model and the analysis performed

may also be that a small number of independent variables

was examined. However, this is a limitation that is diffi-

cult to overcome, because it is external and results from

the changing data collection methodology and the lack of

available comparable statistics for different countries. Due

to the panel nature of the data, any single deficiency in the

statistics methodology results in the exclusion of individual

variables from the model.

Another limitation of the model is the relatively small

number of observations that include the COVID-19 pan-

demic. This variable (although statistically significant) ap-

pears only in 2020. Inclusion of the pandemic in the follow-

ing year may affect the results of the model. It is expected

to strengthen the effect of the pandemic and the ICT mar-

ket itself. The estimation is undoubtedly worth repeating,

but also (with enough data) one might be tempted to create

a separate model exclusively for data from the pandemic

period, and to compare its results with the model from the

period before the pandemic (up to 2019).

It is worth paying attention to the COVID-19 variable itself

and introducing it into the model in a modified form, not

only as the number of deaths per 1,000 inhabitants. It turns

out that in this form it does not explain all the variability.

Other variables representing the economic impact (number

and severity of lockdowns, travel bans, etc.), would cer-

tainly help explain more of the variances.

It is expected that the results of further, in-depth research

will not substantially change the basic conclusions of the

presented analysis. However, few details of the model may

be modified, and some variables that were initially insignif-

icant may finally become statistically significant.

6. Conclusions

Based on the study which covered 27 EU countries, the sta-

tistical impact of COVID-19 on the economy may be con-

firmed. Firstly, it was shown that the COVID-19 variable

is statistically significant. Secondly, and more importantly,

the results obtained show that with the outbreak of the

pandemic, the ICT market has gained in importance. The

previously statistically insignificant variable of household

broadband Internet penetration has become statistically sig-

nificant.

Real world observations lead us to conclusions that are sim-

ilar to the model results - the introduction of lockdowns

forced households to work and study remotely. Network

traffic was not the only metric that increased. So did the

quality of service requirements. The need to handle larger

data volumes with minimal latency has emerged, and broad-

band connectivity is the answer here.

This study has shown that differences between EU coun-

tries do matter and cannot be ignored in the modeling.

A comparison of the model that treats the EU countries as

a relatively homogeneous structure with models that take

into account variations existing between countries (by intro-

ducing additional variables for each country) clearly favors

the latter. This observation is consistent with the results of

previous market research [12].
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