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Remarks on the Convergence of Newton—like Methods
at Regular Singularities

Uwagi o zbieznoéci metod newtono-podobnych
w punktach regularie osobliwych

Abstract. The paper deals with the convergence behaviour of a class of least-change secant
and inverse-secant methods for nonlinear equations at regularly singular roots. It turns out that these
methods are locally and Q—linelrly convergent with the asymptotic error constant (\/5 - 1)/2.

1. Introduction. Consider the system of nonlinear equations
(1.1) F(z)=0,

where F : R® — R" is a nonlinear mapping with the following property:

A1l. There exists an z° such that F(z*) = 0 and F is twice continuously differ-
entiable in a neighbourhood of z°.

Provided F'(z*) is nonsingular, it is well known (for example [8], [13]) that the
Newton method

(1.2) iy =2p = [F'(z))"F(zl), fork=0,1,...

converges Q-quadratically to z°. The behaviour of the sequence (1.2) for the problems
with singular Jacobian F'(z*) has been studied by a number of authors 3], [4], [10],
[11), [14]. The convergence and the rate of convergence depend on the nature of the
singularity of F'(z*).

Without loss of generality we assume that F'(z*) is symmetric. If this is not the
case, then there exists a nonsingular map L such that LF'(z*) is symmetric, and it
is sufficient to consider LF instead of F.

Let N denote a null space of F'(z*). Py be an orthogonal projection onto N and
X be a subspace of R" orthogonal to N such that R" = X @ N. Let Py = I — Py.
The simplest singular structure occurs when
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A2. there exists F''(z°) and PvF"(z*)(v,v) # 0 forv e N, v #0.

If the assumption A2 is satisfied then the singularity is called regular. In this
case, the rate of convergence of the Newton method is linear and

Isz’ y —2°|| m
¥ li ns - :
e W o —o o m41

where m = dim(N) is the order of singularity. A. Griewank and M. R. Osbo-
rne [11] have analyzed the behaviour of the sequence {z{'} in the neighbourhood of
irregular singularities, and then the Newton method converges with a limiting ratio
of about 2, or diverges from arbitrarily close starting points, or behaves in a certain
sense chaotically. _

Although the Newton method has a very nice local convergence property, it has
one drawback. That is, we need to evealuate the n x n Jacobian matrix F'(z,). To
avoid this disadvantage, the Newton-like methods of the form

(1.4) The) = Zh — B;IF(.‘B.) , DBa® F'(:u) 0

have been proposed and studied intensively [1], [2], [6-9], [12]. When F'(z°) is non-
singular, the matrices B, satisfy the secant equation

(1.5) Biy1(za41 — 7a) = F(za41) — F(za)
and
(1.6) |Be4r = Bal| =0 as k — o0,

then the sequence (1.4) is locally and Q-superlinearly convergent to z°.
For the Broyden method the matrix updating is given by

T
(1.7) Bugr = By + DM o ko,
H

where sy = 2,4, — z,.
Assuming Al, A2 and

A3. mmdim(N)=1.

D. W. Decker and C. T. Kelley [5] have proved that if the starting point zo
is chosen in a special region, By is nonsingular and sufficiently close to F'(z*), then
the sequence (1.4) with the update (1.7) converges Q-linearly to z* and

|[z;,+1 —3‘" = \/5—1

1.8 i
(=5 R ey 2
(1_9) ki "PX(zk+l = 3.)| =0

im
k= ||Py(z4 —z°)|?
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Let a sequence of symmetric and positive-definite matrices {W,} be given. Then
we define the sequence of norms

(1.10) Xl = {te(XTWAX)}/? for X € R™™", k=0,1,... .

In this paper we consider a class of Broyden's methods which are defined as follows:
from current approximations z, and G, to z* and F'(z*), respectively, a next iterate
is computed by

(1.11) zap1 =24 — Gy F(za) ,
and the new appraximate Jacobian G4 is a solution to the problem

(1.12) omin [IG - Galli

under constraint
(1.13) Glg =z F(zH,,) L F(z;,) ) (6. = Try) — 3.).

The solution of this subproblem has the form

F(zpyr )sIWC!
i bl b L. Vid i S
Git1 =G + TW ey

If we denote py = W, " s, ,then

(1.14) Gis1 =Gr + M , PmER".

Pk Sk

If W, = I,i.e. pi = s;, then we get the Broyden method.

We want to know if the rate of convergence of the sequence {z,} with the update
(1.14) is dependent on the choice of the sequence {ps}. We will show that the update
(1.14) with every sequence {p,} such that for a > 0

(1.18) IP{‘A' 2allpsll llasll, Pa#0 k=0,1,...,

guarantees local Q-linear convergence of the sequence (1.11). The relations (1.8) and
(1.9) are also satisfied. It means that the rate of convergence of the method (1.11),
(1.14) is independent of the choice of the sequence {ps}, provided (1.15) holds. This
fact is proved in Section 2. In Section 3 we consider the inverse secant method, where

the sequence {z,} is defined as follows: given z; and H,, the next iterate is computed
by

(1.16) Zagr = 2y — HyF(z2)
and

T
(117) Husy = Hy HyF(z041)90 :

qxUa
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where yx = F(zx4+1) — F(z+) and qx € R" is such that some analogous condition to
(1.15) holds.

In this case the sequence {z;)} also satisfies the properties (1.8) and (1.9). Nu-
merical effectiveness of the algorithm (1.16) with the update (1.17) has been verified
on four singular problems.

2. Analysis of convergence. We state the rate of convergence of the sequence
(1.11) with the update (1.14). For this reason, in the same way as D. W. Decker
and C. T. Kelley [5], we define the set of allowable starting points in the following
way

(2.1) U(6,6,v) = {z ER":0< |z -2z°| <, |Px(z—2z°)|| <0||Pn(z - z‘)""}
for6§>0,0>0,v>0.

Theorem 1. Assume Al, A2, A3. Let zo € U(6,6,1), v > 0, v > 0 and the
matriz Gy € R"*™ be such that

(22) Il(Go — F'(z0))Px|l < 76,

(23) I(Go = F'(zo))Pn|| < né” .

If the sequence {px} satisfies (1.15), then for sufficiently small § and 8 the sequence
(1.11) with the update (1.14) converges to z°* and

i Deer =27l _ VB-1

2-4 ] "’
( ) k=00 “:tk - .‘l."" 2

1Px(ze = z°)l _

(2.5) lim =0.

k—oco || Pn(zx — z*)|I?
Proof. Let us denote N = span(®), ||®]| = 1, Pn(za — 2°) = 6P, & > 0,

Ak =641 /6 (ie. Pn(zayr —2°) = MePn(ze — 2°)),
Ar = PxGyPx , By=PxGiPn, Ci=PnGyPx,
Dk = PNGkPN ) u= F"(z‘)(d’,d’) ’

and let §,(z) denote an element of R" or an operator defined on R™ such that
(2.6) 1Bem ()l = O(llz — z*||™) .
In the same way as D. W. Decker and C. T. Kelley [5], we can see that

r,€U(6,6,,2), 6, <8,
Px(z) = 2°) = 683(z0) + Bs(z0) ,
Pn(zy —2°) = Xg6®, where % <X < g g
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and g € U(6,6,,2)  with 6, = /6.
The proof is by induction. Assume that for a given k, the matrices G, are nonsingular
for all 1 < k and that

(2.7) Tiy1 € U(6,0i41,2) ,
(2.8) PN(zigr =2°) = 6i1® = Mi&® = MiPy(zi-2"), 1<r<?,
(29) IGi - F(z* ) Sea+crbe 3 ($) =€, e >0,
Jml
(2.10) 0y < Cg((C.‘ + 6.')(0.' + 9.'..])+ 6.’) <1, >0,
(2.11) lA7' < 20v=,

where V! denotes the inverse of F'(z*) when F'(z*) is restricted to X. In order to
show that if (2.7)-(2.11) hold for ¢ < k, then they also hold for i = k + 1, we notice

that
F
I(Gas1 - Ga)oll < (“:ﬁ‘;"" M forzerr.
Hence
(2.12) WG~ Gall < IF(zas)ll

af|sul
The expansion of F in Taylor series about z* yields
(2.13) F(zy) = F'(z°)(zx — 2°) + 4 Sju + Bs(z4) ,
and since zp4) € U(6,0r4+1,2) we get
(214) IF(za+1)ll < cllPr(zass — 2°)I* + call Px(zasr = 2°) S €363y, , €3 > 0.
The fact that
IPx sell < [[Px(zes+s — 2°)[| + IPx(za = 2°)|| <
< O by, +0u8F <268
implies
llsall 2 IPnsall = [1Pxsell 2 (1 — An)oa — 260 > (1 — 264)és .
Since 6p4) = b < 8 < ... < 6y < 6, we get
(2.15) ol > & 6a, HE< .
From the inequalities (2.12), (2.14) and (2.15) we conclude
F(x
1Ghsr = F(a*) < 16y — Py + L2kt ¢
afls.]
Sex+C1dedpoy ... Ay < €x +C|(,‘,)H160 ,

where ¢, > 8¢;3/a.
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Since | Pn|| = ||Px|| = 1, we also have
IPnGrs1 Pxll = IPn(Grsr — F'(2°))Px|| < €41 -
Using the formula Gy4)3; = Gasx + F(zr41) we can write
Gis1Pnsk = Gy Pnsk — (Gr4r — Gi)Pxsx + F(za41) -
Then Pyss = —(1 — Ay)6s® implies that

F(zx41) | (Gas1 — Gi)Pxsa

(2.168) Gr1® = Gi® - (1 = Ae)bs (1= A )b

Furthermore,

I(Gasr = Gu)Pxsall _ IF(zesr)ll IPxsull _ 10cs8],,265

(1 — )b i a||a,,||(1 - M)be ~ 063
Hence
(Gi+1 — Gx)Pxss _
(2.17) A-Tp * = Ba(za41) .

Note that s; = Pysy + Pxse = (A —1)6x® + Pxss, and Girsx = —F(z:). From this
we obtain

G Px sy + F(zs)

(2.18) Gy® = TESWI

The relations (2.16)-(2.18) and (2.13) yield

G Pxsi + F(zx) = F(zrs1)

(1 - Al)ﬁg

(Gy — F'(2*))Px s
(1 = )b

(2.19) Ge1® = + Pa(za41) =

= L1+ A)opu + + Ba(za4r) -

The further part of the proof is the same as the proof of Theorem 2.10 ([6]) and we
omit it.

3. Inverse secant update methods. In this section, we state analogue
of Theorem 1, which is appropriate for rescaled least—change inverse-secant update
methods. For solving (1.1) we consider iterative procedures

(3.1) Th4t =z‘,—H.F(zk), k=0,1,... 1y
which employ the approximates

(3.2) Hy 2 F(z)"" .
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If the matrices H, satisfy the inverse-secant equation
(33) Hk+|yk=3k f k=0,l,... y

where yp = F(z341) — F(z4), then we get inverse-secant algorithms. For instance,
the inverse Broyden update has the form

— Ha ]
P
Hb+| = Hk+ (8* T*V‘Jy ’ if Yr #0.
Vi Uk

Assuming that a matrix Gx 2 F'(z;) is nonsingular and yrG;'p‘. # 0 and using the
Sherman-Morrison-Woodbury formula {13] to the matrix G4, given by (1.14), one

can see that .
Gy F(z141)p] Gy '

Pl (sk + Gy ' F(zas))
Now let Hy = G; ' and gu = (GT)~'ps. Since sx = —G; ' F(z4) this implies

G;'al»n ¥i G:l i

HyF(z T
(3.4) Hypr = Hy - —kﬁfl—)&‘ ‘
k

If p» = GTys, then we get the inverse Broyden method. Thus, to establish the local

linear convergence of the sequence (3.1) with the update (3.4), it suffices to apply
Theorem 1, which in this case has the following formulation:

Theorem 1a. Assume Al, A2, A3. Let zo € U(6,6,1), v > 0, 4 > 0 and the
matriz Ho € R"*™ be such that

I(Hg" ~ F'(zo))Px| <76 ,
I(Hg™" - F'(zo))Pnll < ué .

If the sequence {qx} is such that
lad F(za)| 2 allsell ICH") qull s ax #0, @ >0,

then for every sufficiently small 6 and 0 the sequence (3.1) with the update (3.4)
converges to z° and

lim llzesr —=° _ VE-1 :
b—oo |lzp -z 2

. I1Px(zx = z°)Il
1 e |
+ 200 || Pr(zs — z°)|I?

Note that for the inverse-secant method we have

det{Hi41) = — det(Ha)ai F(za)/qi vs -
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If we choose gx in such a way that q{yk = —ql F(zy), ie q;"F(zg.H) = 0 and
qf F(zx) # 0, then
det(Hyyy ) = det(H,) .

This means that there is a possibility to construct an algorithm with the property
det(H:) = det(Hy), for k =1,2,.... Moreover, the cost of one step of the Broyden
method is O(n®), while the cost of one step of the inverse-secant algorithm is O(n?).

Numerical experiments, executed together with A. Wiénioch, show some effec-
tiveness of the inverse secant updates for singular problems. We have taken under
consideration the following algorithms:

MN. the Newton method,
M1. the inverse Broyden method with Hy = [F'(z¢)]~!,
M2. the inverse Broyden method with Hy = I,
M3. the update (3.4) with gx = HT s; and Ho = [F'(z0)]"",
Ma4. the update (3.4) with ¢, = H;rag and Ho = I.

Here we give the results of the following problems:

“exp(z?) — 2,29 — 1

Problem 1. F(z) =
I% + Illg + E2)

z) + 23
Problem 2. F(z) = | 1.5z,z3 — 2} + 7}
] + 15
z) + 13

Problem 3. F(z) = ([8))
1.5z,z3 + 73 + 1}

z; + .’t;
Problem 4. F(z)=

2,23 + 2} + 1

For all methods it was used the same stopping criterion ||zx|loo < 10~°. The results
contained in Table 1 indicate that, in practice, for some singular problems the matrix
Ho = I assures the better results than the matrix Ho = [F'(z,)]~". It happens since
the matrix F'(zo) is almost singular.
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Tab 1. Number of iterations required by Methods MN, M1, M2, M3 and M4

Method
Problem Starting point
MN M1 M2 M3 Md
(0.5, 0.05) 16 19 23 23 20
1
(1,0.1) 22 24 26 F 25°
(0.0001 , 0.01 , 0.0001) 10 F 15 20 14
2
(0.001, 0.05 , 0.005) 14 F 19 F 19
(0.01,0.1) 13 23 21 21 20
3
(0.1, 1.0) 18 F 24 27 29°
(0.05, 0.5) 32 46 27 40° 25
4
(0.1, 1.0) 29 45 40 34 46°

An » in the iteration coluinn designates that the result is obtained after one
restart, i.e. if the denominator of the formula (3.4) azH.yk = 0, then the matrix
Hy4, is calculated in the same way as the matrix Ho. An F denotes that at least two
restarts were necessary to attain the stopping criterion or the sequence {z,} diverges.
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STRESZCZENIE
W pracy zajmujemy siq sachowaniem sbieznoéci rsutowych metod siecznych i metod odwrot-

nych dla ukiadu réwnai nieliniowych w punktach regularnie osobliwych. Okazuje siq, ge metody te
sg lokalnie Q-liniowo zbiezne ze staly asymptotyczng (\/5 -1)/2.
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