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A Note on a Metric on Z?e[0, 1] Space

Abstract. The aim of this note is to give a metric on De[0,1] space modeling a metric for 
Dje(O.oo) of [2]. We show that in order to obtain the Sltorohod topology in this case we should change 
the formula given by Stone.

Introduction. Let (E,r) be a metric space. Denote by De[0, 1) the space 
of all E-valued functions on [0,1] which are right-side continuous on [0,1), left-side 
continuous at 1 and have left-side limits everywhere on (0,1].

The distance between elements x and y of De[0, 1] can be defined as

d(x,y) = inf sup |t - A(t)| V r(x(f), j/(A(t))) ,
AeAo<t<>

where A is the set of all continuous, strictly increasing real functions A on [0,1] such 
that A(0) = 0 and A(l) = 1.

Another, a more useful distance in De[0, 1] can be defined as

¿o(x,y)= inf ess sup | log A'(t)| V r(x(t), j/(A(<))) ,
*GA0 0<«<l

where Ao is the subset of A formed by Lipschitz functions with Lipschitz inverse. 
Topology of (De[0, 1], d) coincides with topology of (De[0, 1],do) and it is called

Skorohod’s topology (cf. [1]).
A direct application of the metrization of De[0, oo) given in [2] suggests the 

following metric for DE[0,1]:

(1)

where

(>(x,y)

w(z,j/,A,u) = sup g(i(tAu),y(A(l)Au)), 
0<«<l

9 = r A 1 and

7(A) = ess sup | log A'(<)| = 
0<«<l

sup
0<«<*<l

A(*) - A(0
S — t



24 L. Gruszecki

However, the metric (1) does not induce the Skorohod topology on £>£[0,1] as it 
shows the following example.

Example. Let e and e' be distinct elements of E. Define

PzM_/e , fort €[0,1-{) 
n() le' , for < € [1 — 1]

x(t) = e for t € [0,1] .

p(xn,x) <q(e,e')/n , n€N,

and

Note that

implies lim„_oop(x„,x) = 0.
But the sequence {x„} does not converge in the Skorohod topology as d(xn,x) > 
r(e, e'), n € N.

In Section 2 we introduce a metric on £>£[0,1] which has no such drawback. 
However, before giving the main result we analyse properties of Stone’s type metric 
on £>£[0,1] (Section 1).

1. Properties of the metric p. Following the argument of [2] we can get the 
following useful fact on p given by'(l).

Lemma 1. If {x„}, {jtn} C £>£[0,1] then hmn_oop(x„, y„) = 0 iff there exists 
{A„} C Ao such that

(2) lim 7(A„) = 0n—»00

and for every e > 0 and a € (0,1]

lim m{u € [0, a] : w(xn,y„, A„,u) > e} = 0 , 
n—*oo

vhere m is the Lebesgue measure.

Proposition 1. The function p given by (1) is a metric on £>£[0,1].

Proposition 2. Let [i„] C £?e[0, 1] and x € £>£[0,1]. rfcenlimn_oop(x„,x) = 
0 iff (2) holds and

(3) lim w(x„,x,A„,u) = 0n—*oo

at every continuity point u of x, u £ (0,1).

Corollary. If lim„_OoZ>(i£n»®) = 0 and « w a continuity point of x, then

lim xn(u) = lim x„(u—) = x(ti) . 
n—*oo n—+oo
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Theorem 1. Let {xn} C £>e[0,1] and x € Z>e[0, 1]. Then hm„^oop(x„,x) = 0 
i/f there exists {A„} C Ao such that (2) holds and for T € (0,1)

(4) lim sup r(xn(t),x(A„(t))) = 0 . 
n~~°°0<t<T

Proof. Assume that lim„_oop(®n.a:) = 0- Then there exist {A„} C Ao and 
{«»} C [0,1] such that (2) holds and

w(x„,x, A„,u„) -» 0 with u, -> 1, n -» oo .
Thus

lim sup r(x„(t A un),x(A„(t) A u„)) = 0 .
°°0<I<l

If T € (0,1) then for all sufficiently large n we have u„ > T V A„(T). Therefore (4) is 
satisfied.

Conversely, let {A„} C Ao be such that (2) holds and assume that (4) is satisfied. 
Then for u e (0,1) and {«„} C (u, 1] we see, after using the triangle inequality and 
properties of functions A„, that

(5) sup r(x„(t A u),x(An(t) A u)) < sup r(x„(f), x(A„(t) A u„))
o<t<i o<«<»
+ sup r(x(u),x(s)) V sup r(x(A„(u) A u„), x(s)) .

Let now u be a continuity point of x and let us choose {«„} such that u„ > A„(u)V u, 
n € N. Then by (4) and (5) we see that (3) holds. Hence the assumption (2) and 
Proposition 2 complete the proof.

Theorem 2. Let {x„} C £>e[0, 1] and x 6 Pe[0,1]. If limn_oo<ftzn,*) = 0 
iAcn limn_.00p(jn, j) — 0.

Proof. It is known that {x„} C De [0,1] converges to x in the Skorohod topology 
induced by d iff there exists {An} C Ao such that (2) holds and

lim sup r(x„(t),x(A„(t))) = 0 , (cf. [1]) .
°°0<t<l

Hence we conclude by Theorem 1 that the implication of Theorem 2 is true.

2. The main result. We give a new metric 6 on -De[0, 1] which determines the 
Skorohod topology.

Definition. For x, y € De[0, 1] we define

(®) t(x,y)= inf (7(A) V f (u>(x,j/,A,u) +wi(x,j/,A,u))du) ,
A€Ao Jo

where
Wi(x,y,A,«)= sup q(x(t Vu),y(A(t) V u))

0<«<l
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and Ao,7(-), w(-, are the quantities defined in Introduction.

Following the argument of Section 1 we have

Proposition 3. The function 6 given by (6) w a metric on Z?e[0, 1].

Now we show that the topology of (2?e[0, 1],6) coincides with the Skorohod 
topology of (£>e[0, 1], d).

Theorem 3. The metric 6 determine» the Skorohod topology on De[0, 1].

Proof. Let {z„} C 2?e[0, 1] and x € De[0, 1]. Assume that there exists {A„} C 
Ao and {u„},{vn} C [0,1] such that (2) holds, un —» l,v„ —» 0 and

lim w(z„,z,An,u„) = lim wj(z„,z, A„,v„) = 0 .
n—*oo n—»00

In particular we have

lim sup r(in(iAu„),i(A„(i)Au„)) = 0 
n^oo0<(<i

and at the same time

lim sup r(z„(t V v„), z(A„(t) V »„)) = 0 . 
o°0<(<l

Let T 6 (0,1). Then by the assumptions for all sufficiently large n 

Un>TVAn(T)

and
v„<TAA.(T) .

Hence
lim sup r(z„(f),z(A„(t))) = 0 , T € (0,1) , 

n—‘°°0<i<T

and
lim sup r(z„(t),z(A„(t))) = 0 , T e (0,1) .

°°T<<<1

Thus we get
lim sup r(zn(t),z(A„(<))) = 0 , 

n—o°0<t<i

which together with (2) give the Skorohod convergence of {x„} to x.
Now let limn—oo d(x„,x) = 0, {z„} C Pe[0, 1], x € Z>e[0, 1]. Then there exists

{A„} C Ao such that (2) holds and

lim sup r(z„(t),z(An(t))) = 0 . 
n—°°0<t<l
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Therefore, by (5) with u„ > A„(u) V u for every continuity point u of x, u € (0,1), 
we get

lira sup g(x„(f A u),x(A„(<) A u)) = 0 , 
n-°°o<i<i

which implies that

(7) lim u>(zn,z, A„,u) = 0n—oo

for every continuity point u of z.
Similary, we see that for every continuity point u of z, u € (0,1), and {u„} C [0, u) 

we have

Wi(x„,z, A„,u) = sup g(x„(tVu),x(A„(()Vu))
0<«<I

< sup «(x„(tVu),x(A„(tVu)Vu„))
0<«<l

+ sup g(x(A„(t V u) V u„),x(A„(f) V u)) 
o<t<i

< sup ?(x„(f),i(A„(l)Vu„))
«<t<i

(8) + sup i(i(A„(u)Vu„),i(j))Vq sup (x(u),x(s)) .

Letting now tin < u A A„(u), n 6 N, we state that the first term of the last inequality 
(8) tends to zero. Therefore for every continuity point u of z, u € (0,1), we have

lim wi(zb,z,A„u) = 0 . 
n-*oo

Thus by (2), (7) and (8)
lim ¿(z„,z) = 0 n—*oo

which completes the proof of Theorem 3.

Now we note similarly as for £>e[0,oo) that the metric space (De[0, 1],6) is 
complete and separable whenever (E,r) is complete and separable.

Theorem 4. If (E,r) is complete and separable, then (i?£;[0,1], 6) is complete 
and separable.

Proof. Assume that {zt} C £>e[0, 1] is a Cauchy sequence. Then there exists 
subsequence {j/„} = {z*n} of {x„} such that

¿(yn,Jtn+i) < 2"* , r»eN.

Therefore, we can choose {A„} C A0,{u„},{v„} C [0,1] such that lim„_oo u„ = 1, 
lim„_00 vn = 0 and

(9) 7(Ab) V w(j/n, J/n+l, An, un) V Wi(j/n, J/n+1 > An, vn) < 2 , J1 C N .



28 L. Gruszecki

Note that there exists uniformly on [0,1] the limit

p„(t) = lira (A„+* o • • • o Ab+i o A„)(<) (cf. [1]) 
*-*oo

Hence using (9) we get
7(^)<£7(M<2-+1 . 

i«n

Thus n„ € Ao,n € N. Taking into account that

sup i(»n(p«1(t)Au,,),y„+i(/i;|1(f)Au1,)) < 2“*
0<«<l

and

sup i(y»(p»l(t) v v,,),VB+i(/i«+i(f) V v„)) < 2~" , n € N (cf. [2], p 121) , 
0<t<l

and (9) we see that j/„ o /i”1 converges uniformly on [0,1] to a function y € De[0, 1] 
as (E,r) is a complete space. But lim,,—,» 7(p~*) = 0 and

lim sup r(Vn(ji~l(t)),y(t)) = 0 ,

imply that lim„_oo^(!/n,iz) = 0.
Finally, we note that (2?e(0, 1], 6) is a separable space as the set of the functions 

given by
. . _ f a«„ i t € [tn_i,tn), n = 1,2,..., fc — 1,

* €[**-!, 1)
with {a;} being a countable dense subset of E. where 0 = to < < • • • < t* = 1 are
rationals, »i,... € N,n € N, is a dense subset of (1?e[0, 1],6).

3. The conditions for compactness and relative compactness. We 
present here the conditions for compactness of sets in Z?e[0, 1] using our metric i
(6).

In the proof of that result we need the following proposition (cf. Proposition 6.5 
[2], p. 125 and [3]).

Proposition 4. Let (E,r) be a metric space. Suppose that {x„} C 2?e[0, 1],x € 
PE(0,l],t € [0,1], {*„} C [0,1], and limn_oot„ = t. Then lining 6(xn,x) = 0 iff
(») limn^oorixnitnXriOJAriinit«),!^-)) = 0.

(ii) If lim„_dor(xn(tn),x(<)) = 0, s„ > tn for each n, and lim,,-..»«« = t, then 
limn_0or(x„(sn),x(t)) = 0.

(iii) If lim„_oor(xn(t„),x(t—)) = 0,0 < s„ < tn for each n, and limn^ooSn = t, 
then limn_oor(xB(s„),x(t—)) = 0.

and iff (a) holds and
(iv) If sn < tn < vn for each n € N, limn_oo«n = limn_00vn = t, and 

limn_O0r(xB(3n), j) = lim„_oor(xn(vn),g) = 0 for an element g of E, then 
lim,,-.«, r(x„(tn),g) = 0.
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The proof of Proposition 6.5 of [2] and Corollary [3] needs only small changes. 
Let x € De[0, 1] be a step function. Write

50(x) = 0 ,
5*(x) = inf{< € (S»_i(x),ll : x(t) ± x(t-) V t = 1} 

whenever S*_i(x) < 1, and

S*(x) = 1 if St_i(x) = 1, i = 1,2,....

Lemma 2. Let r C E be a compact set and let r/ be a positive number. If 
A(I» is ihe set of step functions x £ De[0, 1] such that x(t) £ T for all t € [0,1] 
and St(x) - St-i(x) > r/,k > 1, whenever S*_i(x) < 1, then the closure of A(r,ij) 
is compact.

Proof of Lemma 2 can be given by the argument used in the proof of Lemma 6.1 
of [2], p. 122.

Now for x £ De[0, 1] and j, > 0 we define the modulus of continuity w'(x,j/) as 
follows

w'(x,»/) = inf max sup r(x(s),x(t)) ,
(«) *

where {t,} ranges over all partitions of the form 0 = to < 11 < • • • < tB-i < t„ = 1 
with mini<j<n(t, - > rj,n £ N.

The following theorem contains the conditions for compactness in Z?e[05 !]•

Theorem 5. Let (E,r) be a complete space. Then the closure of A C .De[0, 1] 
is compact iff:
(a) For every rational t £ [0,1] there exsists a compact set C E such that x(t) € r< 

for all x e A,
(b) lim,_oosupl€Aw'(x,r/) = 0.

Proof. Suppose that A satisfies (a) and (b). For I £ N choose € (0,1) such
that

supw'(x,ni) < y , 
x€A I

and mj £ N — {1} such that Write

mj
r<') = Qrj/mi,

«=0

and put Ai = A(r^\rji), where *8 defined as in Lemma 2.
Then for every x £ A there exists a partition 0 = to < f l < • • • < fn = 1 with

“ f«-l) > Hi such that

2
max sup r(x(s), x(t)) < 7 .
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Define
_ ( x(((»r»|t,] + , ti<t< ti+i, t =0,l,...,n - 1,

** t *(([m*<n-i] + , < = 1.

Then 2
sup r(x,(<),*(<)) S 7 

*6(0,1) ‘

and
/•’ 4

6(xt,x') < 2 Z sup q(xt(t),x(t))du < - .
Jo *6[o,i] •

Hence A C A^1. By Lemma 2 the sets A/, I € N, are compact. Taking into account 
that A C PlieN we see ^at A is totally bounded and hence has a compact closure.

Suppose now that A has a compact closure. Then the standard analysis with 
using Proposition 4 gives (a).

Now we show that (b) holds. Let /J > 0 and {i„ } C A be such that

(10) w'(i„, -)>/?, ngN.n
By compactness A there exists x € I?£[0,1] such that lim„_oo^(*n,*) = 0 which is 
equivalent to lim,,-,,» d(xn,x) = 0. Therefore, there exists a sequence {A„} C A such 
that

lim sup |A„(t) — t| = 0 
«€(0,1)

and

(11) lim sup r(x„(t),x(A„(t))) = 0 . 
n~°° «€(0,1)

Let rj > 0. For each n € N put

V„(t) = ®(A»(t)) , t 6 [0,1]

and
ijn = sup [A„(t + rf) - A„(t)] .

0<«<l-i|

Taking into account the inequalities

u'(x,rf) <w'(y,r?) + 2 sup r(x(s),y(s)) ,
•6(0,1)

w'(y,t?) < w'(x,n) + 2 sup r(x(s),y(s)) ,
•€(o,l]

and the fact that the function rj —» w'(x,i)) is right continuous (cf. [2], p. 123), we 
get

lim sup w'(x„,7/) = lim sup w'(j/„,»/) 
n—*oo n—»oo

< lim sup u'(x,r)„) 
m—»oo

< lim w'(i,nnvn) = «'(i,t|). n—»oo(12)
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Letting ij —♦ 0 we see that the right side of (12) tends to zero which contradicts to 
(10).

Now, we give conditions for relative compactness of a family of stochastic pro­
cesses with sample path in jDe[0, 1).

Theorem 6. Let (E,r) be the Polish space, and let {Xo} f>e a family of processes 
taking values in ï?e[0, 1). Then {Xo} m relatively compact if and only if the two 
following conditions hold:
(a) For every ry > 0 and rational t 6 [0,1], there exists a compact set r,,< C E such 

that

(13) infP(X.(t)€r’tj^i-«i.
Or

(b) For every r) > 0 there exists 6 > 0 such that

(14) supP(w'(Xo,6) >r;)<n •

Proof. If {.YQ} is relatively compact then by Theorem 5 and the Prohorov s 
theorem ([1], p. 58), we immediately obtain (a) and (b).

Conversely, let e > 0 and choose 6 > 0 such that (14) holds with r? = e/4.
Let m g Nfl(1/6, oo).
Write

«=0

Note that
supP f Q{Xo(i/m) < I*'4) < | .

Hence

(15) infP(Xo(»/m)er<4,i = 0,l,...,m)>l-| .

Put A = A(r,6) (cf. Lemma 2). Let x € De[0, 1] be such that w'(x,6) < | and 
x(t/m) € re/« for i = 0,1,..., m, and choose a portition 0 = to < fl < • • • < f«i-i < 
fn = 1, ngN, such that m»ni<j<, > 6 and

(16) max sup r(x(s),x(t)) < j .

Now, select {ys} q r with r(x(i/m), j/J < J, i = 0,1,..., m. If we define x' € A by

x'tf \ _ i + 1 » f < f«» t = 1) • • ■ , t»
1 + 1 »f — i

then we have
sup r(x(t),z'(t)) < e- . 

o<t<i i
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Therefore
6(x,x') < e

which implies x € A'. Consequently, info P(Xa € A1) > 1 — e, so the relative 
compactness follows from Theorem 4 and the Prohorov’s theorem ([1], p. 58).
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