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AMNTOTHYeCKHE pacnpefieneHHA HEKOTOPLIX COGCTBEHHRIX JHAYEHMA
B AHaNIH3e OXCKPHMMHAIMH — HEAYCCOBCKaA TEOpHA

1. Introduction. In a recent paper [ 5], some non-normal asymptotic results in MANOVA
were . derived using a theory of convergence in distribution of multiply-indexed arrays.
With the notation of that paper, M (k X p) denotes the matrix of means of the k p-variate
populations, £ their common convariance matrix, and A4 the hypotesis that M has the
form X, B, where X, (k X r) is given of and rank r. When H is not true, M can be written
uniquely the form ;

M=X,B, +M, a

where X,B; =P,M, M; =( —P,)M #0,and P, =X, (X1 X,)" ' X, is the orthogonal
projector (0.p.) matrix onto the r-dimensional subspace ; =& (X,)C RY. ).

In the associated discriminant analysis, which is discussed in the case when X; = 1 by
Kshirsagar [4] and generally by Bartlett [2], the number of useful dscriminant functions is
equal to the rank of M, . Bartlett’s test of the hypothesis

Hq:r(MZ)=q ’

where ¢ is a given integer, 0 < ¢ <p = min(p, k—r), isbased on the p — q smallest e.values
of §;8~ !, where S, is the S.5.P. matrix used for testing H and S the withinclass estimate
of Z. Hsu [3] has obtained the asymptotic distribution of these e.values when Hy is true, in
the case when the populations are normal and the sample sizes n,, .., nx maintain the pro-
portions as n = Zn; increases. We show below that in the non-normal case the e.values



92 Kerwin W. Morris

converge in distribution (in the generalized sense of {S]) to Hsu's limiting distribution,
viz. the distribution of the smallest p — q e.values of W'W, where

W ~NOp —ayk—r—a)) s
P—-0X (k—r—q) @ —-4q)( r—q)

and discuss some approximate-testes of /{; when all the sample sizes are large.

Hsu [3]and Anderson [ 1] also discuss the asymptotic distribution of the ¢ largest e.values
of $;5 "' and the associated e.vectors. In the present context, however, these quantities
do not seem to have much practical importance, since the corresponding population
quantities depend on ny, .., ng. The definition of discriminant functions that dcpend
only on M and X, their estimation, and the associated asymptotic theory in the non-normal
case are discussed in [6] and [7].

2. Initial transformations. We begin by making a serics of linear transformations of
the data.

First, we transform to Z, = YA, where A4 is a symmetric matrix such that 42 =2~ !,
Then Var(Z,) =1,p, and the matrix of means of the new variates is

MA =XlBlA +M2A 4

We now assume that Hq is true, i.e. that the unknown matrix M, has rank ¢. Then
r(M,A) = q, and there exists an orthogonal elementary operation matrix £ such that the
first ¢ columns of MyAE are linearly independent, i.e. such that M,AE has the form

MzAE= WS-,M3C')v (2)

where My isk X q of rank q, Cisq X q, and ¢, =p—q.
Transforming now to Z; = ZE, when Var(Z,) = Ipp, and the corresponding matrix
of means is

MAE =XlBlAE +(M3,M30

Next, we construct a p X p orthogonal matrix as follows. Since Iy, + C'C >0, there
exists a q,, X ¢, symmetric matrix B, such that B,(/ + C'C)B, =1,

Writing now
C
e B 74 4)
q,

and H; = C,B,, then H3H, =1, , and there exists H,(p X q) such that H = (H,, H;)
is orthogonal.

Finally, we transform to Z = Z,H. Then Var(Z)=1,,, and the corresponding matrix
of means isMAEH = X,B,AEH + (M,AEH,, M,AEH,).

From (3) and (4),
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M,AEH, = Ms(,C)C,B, =0,
whence, writing My = MAEH, B, = B,AEH, and
M, =M,AEH, )
then
My =X By +(M;,0). (6)
Summing up,
the rows of Z = YAEH are independent, £ (Z2) = XM, and Var(Z) =Ipp. ()
Writing now
Tl =Z' (P—Po)z =A;S1Al
and .
1
T= Z'(I-P)Z=A54, ,
n—k
where
A, =AEH ,
then

T =ai 8 Han

whence T; T~! and §;S ~ have the same e.values.

Furthemore, since EH is orthogonal, then Ty and S; ="' have the same e.values. (8)

3. The e.values of S; ™ ' . We now recall from [S], § 4.3, that

P—Py =XN"'23@—Py)N~ 32X’

where Py =N'2 X (X NX,) ™ XiN' is the 0.p. matrix onto the7-dimensional subspace

Qn =@ (V'2X,)C R¥, and also that (/ —Py) was written in the form
(I —Py)=HyHy ,

where Hy isk X (k—r)and HyHy =1 _,.
Then

T, =Z'XN~ Y3 —Py)N~ " X'Z=ZyN'*( —PN)N"1Zy,

where NZy = X'Z.
Write now

Wy =NY*@xn—Mo)
Uy =HyWy

)
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Then
Ty = Wy +N'2Mo) HyHy(Wy +N'?M,) =

= UNUy + (UNHNN'?My + MoN' 2HyUp) + MoN' 2HyHUN' 2 M,
Since by definition of Hy, Hy(NY2X,) = 0, it follows from (6) that
HNN'2M, = (B, 0), where B = HYN'2M, . (10)

Thus, if we now write
Uy =0, Uy) (11)

where U, is(k—r)X qand U, is(k—r) X q,, then

(U;U, +(U,B+B'U,)+B'B U\U, +B'U,
Tl =

\ UyU, + U3B v U,

We now show that r(B) = ¢ for every NV,

Note first from (1) and (5) thet each column of M, is contained in Qi . Further, since
the columns of Hy are a basis of Q}, then the columns of N*?Hy are a basis of Q.
It follows that M, can be written in the form M, = N'2HyCy, and since N 2Hy has
full column rank, r(Cy) = r(M,) = q. Thus B = HyN HyCy also has rank q, since
HyNHy is non-singular.

It follows that for each V there exists a ¢ X ¢ .symmetric matrix F such that

FB'BF=I,. | (12)

Now consider the e.values of S, £~ ' . From (8), these are the solutions of ITy —\/|=
= 0, and hence also the solutions of

L/F o F 0
. (T| = ”) - = 0,
0 I, 0 I
which, after simplification, has the form
V" +lq—XF2 Vl’
Via U0, - Mq,

where ¥V, = FU U, F + F(U B + B'U;)F and ¥, = FU,U, + FB'U,.
Finally, premultiplying by
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Iq 0 ™
Vi Iq,
The e.values of T, are the roots of gy (A) = 0, where

V" +1¢ "'RF" V12
vy =| , (13)
Vie AF*—Vy) Uzl —,—BF*B YU, = Vyy — Mg,

and V,, = U; (U, F?U; + U,F?B' + BF*U;) U, .

4. The asymptotic distribution of the e.values of §;Z . Let Ay 3 A, .3 Ap > 0
denote the e.values of S, Z ' . Since r(S;) < p = min (p, k —r) for every N, then Nos1 =
= ...=Xp =0 for every N. We determine here the asymptotic distribution of Ag+ 1,0 Xp

whean is true,
(i) We show first that hm F =0. From §3, I — Py)N'2 M, = N"'M, —

—N'"2 X, (X{NX))™ ! x; NM. =1v“2 M, ——M.) where M, =X, (X1NX,)™ ' X\NM,.
Thus, from(10), B'B = M, N** (I — Py)N'? M, = (M, —M,)' N (M, —M,). For given

N, write now ng = min(n,, .., ng), F = (fl, ,fa) and let my denote the smallest e.value
of B'B. Then

XBB,.E £(M1 "'Mt) M, M1)£
ny = inf 2 ng in -
x xx 5 x'x

But since the columns of ;{, and M, are respectively in Q; and ﬂf, then (M, —
;ﬁl)' (Ml _H‘) =M;Ml +ﬁ;ﬁl » and hence

‘MM
WN>no inf g"‘—l,_l—z‘
g Xk

~

=nov,

where v is the smallest e.value of M; M, . Since r(M,) = q, then » >0 andﬁl’im My = oo,
‘ -
Finally, from (12), fori =1, .., q, 1 = fi'B'Bf; > nnfif;, whence Al,im F=0.
~ - ~ ~ 4 -

(ii) Next, we determine the asymptotic distribution of Vy = FB'U,.
By inspection of the proof of theorem 4 in [5], it follows from (7) and (9) that

D
Uy = N(0,Ip (x — ), and hence, from (11)

D D
Uy — N(O,Iqk —ry) and U — N(0,Iq, k — 1)) a9
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Thus from theorem 1 in [5], the c.f. { (T, ) of U, is given by
SNT)=E[exp(Tr TiUa))l=exp (- 12Ty (T2 1)) +fv (Ty),
where NHT- In (Ty) = 0 uniformly in any bounded region .
CCRUk=1) (15)

Consider now the c.f. ¢y (T;) of Vi, viz.

¢n (T2) =E [exp (( Tr (T2 VN))] =5 (BFT,) =

=exp( 1/2Tr (T}FBBFT,)) + fiy BFT;) =

=exp( 1/2Tr(T;T,))+fn (BFT,), using (12).

For fixed Ty, choose in (15) C = {Ty; Tr (T{ T,) < Tr (T} T5)} . Since
Tr (BFT;)(BFT,)) = Tr (T,T,) for every N, it follows from (15) that, for fixed T,
Nljn: _ ¢ (T;) =exp ( 1/2 Tr (T; T,)), and hence, from theorem 1 in [5], that

D D
FB'U, — V ~N (0,14, q).A similar argument shows that FB'U; — V4 ~N (0, Ig2).
(iii) Consider now

Uy Uk —r—BF*BYU, =U; I— QM) Vs,
where, from (12), 0y = BF?B' is a (k —r) X (k —r) o.p. matrix of rank q. A repetition
a oD
of the proof of theorem 4 in [S] then shows that U; (/ — BF?*B") U, — W'W, where

W ~NOdp — oy k—r—ar)-
k—r—a)x @ —q) e TR

(iv) Finally, consider the polynomial gny (), of degree p, in (13). Using (14), the
results of (i) and (ii), and theorem 2 of [5] it follows that

D
Vll =F(U1U1)+FB’U2 — 0 +V= V.
D D il R
Similarly ¥,; — 0, V5, — 0, whence V}; F? — 0and V; V,; — 0, and, for fixed
D
A Zn(A) — g(A), Where

!q
g = = |ww-x1, | (16)
0 WW-A,

Since g(X) has degree p — q, it follows that the ¢ largest zeros A, .., Aq of‘gNO\)
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converge in probability to + e, and Ay + 1, .., A, converge in distribution to the p — ¢
largest e.values Ly > Ly ... 2 L, _ g of W'W.

5. The asymptotic distribution of the e.values of S, S~ '. As in § 4.4 of [5], denote by
2, > 9, ... > %, the p largest e.values of $,S ™', and write

Sq"‘(gqol,..,gp)'

Theorem. When Hyg is true,
D
=L
where Lqg = (Ly, ., Lp — q)', Ly 2L;..>2L, _ 4 are the largest e.values of W'W and

W ~NQO,Ip—qyk—r—gq))-
k=r—-a)x @—q ot

Proof. From (8), T, T~ ! has the same e.valuesas S,5™". Let A be a precisely defined
p X p symmetric matrix such that A}, =T~ ' (i.e. when IT I#0,A4, = ¢(T) for some
well-defined ¢).

Then AT Ay also has the same e.values as Sy S~ !, Write now

{Au Ag

AN= I ,\Vhel’eA“ isgXgq,
\Aiz 4z |
I —Aj'Ay

By =
0 I

andF=A;'F.
The e.values of S; S~ ! are then the roots of the equation.

) F' o F o)
By(ANT, Ay —ND) By =0,
0o I / \0 I
which, after simplification has the form

V“ +IQ—RF'F Vn +RW13
. =0,
Via +A Wi, VU — (I + A3 A% A))

where
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Vi =V +F'ApVi + VipdpF + F'ApUy U ApF,
Vi =(Vn +F'A,U0;)C
C =Ayp—ApdAi'dnp,
and Wyp=—FA A,
Finally, premultiplying by
I 0
ol 47 I
and simplifying, the e.values of §;S ™' are the solutions of
Vi +1,—\F'F Via + AW,
hy (\) = =0
AV FF'+ W)= Vi Vyy [CU;(I —BF*BYU,C—Vy —
— Al +ApALfA, V1 W,])
where V,, = C[(FB'U,)'Vo + Vo (FB'U;))Cand Vo =FU; + F'4,,U;.
Now consider T. From (7)—(8) and theorem 5 of [5], T 2» Ip,. 1t follows then from

D
(17) and theorem 2 of [S] that Ay —> I;,. Using now the results of § 4, and repeated use
of theorem 2 of [5], it follows that

D D D D D D D
A“ g lq, An S 0, Azz =g lq,, F— 0, Vu — 0, Vl2 =l K wn = 0'
D D D D
C—1I,,,Vo— 0, Vi — 0, and, for fixed A, Ay (A) — g(A) of (16)

and the theorem follows as in § 4 (iv).

6. Significance tests of Hg. Since the limiting distribution obtained above is the same
as that of theorem 6 in [5] with p and & replaced by p — q and k — q, it follows from
theorem 7 of [S] that one can write down various statistics for testing Hg, each of which
converges in distribution to x:p —q)(k —r —q) Writing & =1 + (&/n — k) and 2 = /g,

so that €], .., 2;, are the ordered e.values of S, S, ! these statistics are

£ 0.8 8 m-kfi g—1)andn-§ wg.
q*! qt! q*1 q+!
The last of these is essentially Bartlett's statistic, which replaces n by a correction factor
(on the same order) that is appropriate when normality is assumed.
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STRESZCZENIE

W przypadku rozkiadu réznego od normalnego bada si¢ zbieznoéé wedtug rozktadu (w sensie
wielosktadnikowym, okreflonym w [§] wartodci wiasnych w tekécie Bartletta [2] dla liczby funkcji
dyskryminacyjnych w multidyskryminacyjnej analizie. Ponadto rozwaza si¢ asymptotyczny rozktad
statystyk testowych gdy wszystkie proby sa due.

PE3IOME

B cnyuae pacfipefieieHHs pa3HOTO OT HOPMANBHOIO HCCTIEAYETCA CXOMHMOCTS IO pacpe/ieNicHHI0
(B MYNLTHHHOEKCHOM CMBIC/e ONpefeneHHOM B [S]) coGcrBeHHBIX 3HAyeHHR M3 Tecra Baprnerra
(2] AN DHCKPHMWHAHTHRIX QYHKIHA B MYIILTH QUCKPHMHHAHTHOM aHanude. Kpome Toro paccmar-
PHB2ETCA ACHMOTOTHYECKHE DACHpPCACJICHHA TECTOBLIX CTATHCTHK, KOIMa Boe o6neMul GuiGopku
ABJLOTCR Sonbiimamn.






