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with an Almost Sparse Jacobian Matrix

Abstract. In this article we consider a class of nonlinear mappings 
with an almost sparse Jacobian matrix.We propose two methods 
for solving nonlinear equations F(x) = 0 for mappings F with an 
almost sparse Jacobian matrix . We establish some results about 
Q-linear and Q-superlinear convergence and discuss several least- 
change updates for which local Q-superlinear convergence is proved. 
We also give numerical results which compare the classical methods 
with their proposed modification.

1. Introduction. Let R" denote the n-dimensional real linear space 
and RnXn denote the n x n - dimensional space of matrices. Let || • || be 
an arbitrary norm. Let F : Rn D Rn be a nonlinear mapping, 
where I? is an open, convex set. We are interested in finding a solution 
x* € D to the equation

(1.1) F(x) = 0.

A traditional method for solving nonlinear systems of equations 
is Newton’s method. Newton’s method is attractive because it con
verges rapidly from any sufficiently close initial guess To, but some
times it is difficult to describe all formulae for the partial derivatives. 
Quasi-Newton’s methods are used in practice; the Jacobian matrix 
F'(xjt) of the mapping F is approximated by a matrix Bk with a 
similar structure.
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In this paper we introduce the definition of a nonlinear mapping 
with an almost sparse Jacobian matrix:

Definition 1.1. An operator F : Rn —► R" is called a mapping with 
the almost sparse Jacobian matrix at x* if:

Al. There exist mappings Fi and F2 such that F(x) = Fi(x)+
F^x), F{(x) is the sparse matrix for x € D 
and
A2. The Jacobian matrix Fj(x*) is nonsingular;
A3. There exists a constant 7 € (0,1) such that 

||[Fi(x’)]-1F'(a:*)||<7,

where x* is the solution of the equation F(x) = 0.

This paper is an attempt of investigating Q-linear and superlinear 
convergence of mappings with an almost sparse Jacobian matrix.

The optimization problems with the small parameter belong to 
the class of mappings with an almost sparse Jacobian matrix. These 
problems are given by the formula

min h(x} = min[Atjfa;) + th,2(x}\, 
i€Rn ie»n

where the matrix of second partial derivatives ^h^x) is nonsingular, 
sparse and the parameter t € (0,1]. We assume that

J. Jayakuma and N. Ramanujan consider in their paper [5] the 
differential equation

Lu(x') = eu'\x') + a(x')u'(x') + 6(x)u(a:) = /(x) 

with initial conditions

u(0) — eu'(0) = A, u'(l) = B,x e [0,1],

a(x) > a > 0,6(x) > b > 0, A, B — constants 

for a small parameter £,O<£<£o<l.
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We propose for the problems with an almost sparse Jacobian ma
trix the method defined by recurrention formula

(1.2) Xfc+i = xk - k = 0,1,...

or

(1.3) xk+i = xk- B^F(xk),k = 0,1,...,

where Bk Fi(xfc).
Here it is necessary to get the sparse Jacobian matrix Fi(xk) ( for 

example p-diagonal ), or the matrix Bk with a similar structure.
Moreover we show in this paper that the proposed methods are

locally Q-linearly convergent to the solution x*, i.e. for the sequence
{xjt}, lim Xk = x*, there exists a constant q such that k—*oo

l|sfc+i -**11
llæjt -z*||

<9<1,

and we give conditions which guarantee the methods are locally Q- 
superlinearly convergent to x*, i.e. :

lim k—»oo
||æfc+l X || 

llæfc -x*||
= 0

The proposed methods (1.2), (1.3) need almost the same number 
of iterations like the Newton’s to get a required approximation of the 
solution x*, but the Jacobian matrix F[(xk) is a sparse matrix ( for 
example p -diagonal) so solving the equation F[^Xk) sk = —F(xk), 
where sk = xjt+i — xk, needs less computing operations than solving 
the equation F'(xfe) sk — —F(xk) with full-rank Jacobian matrix 
F'(ifc). That’s why it is useful proposed method of solving some 
kinds of problems, like problems with a small parameter.

2. Modification of Newton’s method for nonlinear systems 
with an almost sparse Jacobian matrix. Consider a system of 
equations

(2.1) F(x) = 0,
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where F : D C Rn —♦ Rn is a nonsingular mapping with following 
properties:

A4. There exists a point x* € D such that F(x*) = 0;
A5. F is continously differentiable in an open neighborhood of 
x*;
A6. The Jacobian matrix F'(x*) is nonsingular;
A7. There exists a constant L > 0 such that:

(2.2) Vx,y € D ||F'(x) - F'(j/)|| < L\\x - ¡/||;

A8. There exists a constant L\ > 0 such that:

(2.3) ||i’;W-F1'(!,)||<i1||I-!z||.

Let the initial guess xo € D be given. Consider the method given 
by the formula (1.2):

xfc+1 = xfe - [Fi(xk)]-1F(xfc), k = 0,1,...

for the mapping F with the properties A1 - A8 .
Now we show that the sequence {xjt} described by (1.2) is locally

Q-linearly convergent to x*, where x* is the solution of the problem 
(2-1).

Theorem 2.1. Let a mapping F satisfy the properties A1 - A8. 
Then the sequence {xjt} defined by the formula (1.2) is locally Q- 
linearly convergent to x*.

To prove this theorem we will use bounded deterioration

Theorem 2.2. Let F satisfy the assumption A1 - A8. Consider 
the sequence {xjt} defined by the formula

Xk+i =Xk- Bk~1F(xk\

where Bk
Assume that there are nonnegative constants qi and q2 such that:

||Bfc+1 - Fi(x’)|| < (1 + qirk)\\Bk - Fi(x*)|| + q2rk, 

for k = 0,1,..., where rk = max(||xfc — x*||, ||xjt4-i — x*||).
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Then there exist positive constants £ and S such that for 

Iko -X*|| < e, ||Bo-Fi(x*)|| <6

the sequence {^Jt} is Q-linearly convergent to x*. Furthermore the 
sequences {||-Bfc||}, 1|} are uniformly bounded.

Proof Theorem 2.2. This theorem is a particular case of the The
orem 1 given in [4] for B* = F[(x*).

Proof Theorem 2.1. Note that

< ii/j^+i)- fi(xt)ii + n/i(n) - f;<x')ii 
< I,||n+i - nil + ||fi(n) - f'1'(x')|| <

< 2L,rt + ||fj(n) - ii(x')||.

Now the proof directly follows from the bounded deterioration The
orem 2.2 for Bk = F[(xk). □

3. On local Q-linear and Q-superlinear convergence of 
least-change secant method. In [3] the author considers the class 
of methods

3-Jfc+l —- %k Bk

such that Bk » F'(xk') and Bk = C(xk) + Ak where C(xk^) denotes a 
’’computer part” of F'(x).

He defines Bk+i as orthogonal projection Bk on the convex set 
Q D Lki where

= {X € RnXn : X(xk+1 - xk) = F(xk+i) - F(xk)}

and Q is a convex closed set such that F'(x) € Q for x € D and Bk 
should be in Q.

In this section we present the method:

BF(xk), h 0,1,
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where Bk ~ F[(xk) and we give an algorithm for computing the 
matrices Bk with a similar structure as the matrix F[(xk)-

Consider the set of matrices

(3.1) Mk = {Xe RnXn : X(xk+1 - xk) = KM - F^xk)}. 

Define the matrix Hk as

l
(3.2) Hk = j F[(xk + ¿(xfc+i - xkjjdt.

o

Denote sk = xk+i — xk, yk = Fi(xk+i) ~ Fi(xk). Note that Hksk — 
Vk :

l
F\(¡Tfc+i) 7*i(a?fc) = F^x, T t(xk+i Xk^Skdt — Hksk,

o

so Hk € Mk.
In [3] the assumption F'(x) G Q C RnXn was introduced. In this 

section we consider the assumption of the form:
A9. Assume that F{(x) G Q C R"xn for x G D, where Q is a 

closed, convex set.
Q may be the whole space RnXn of matrices or in particular: (a)

a set of symmetric matrices,
(b) a set of sparse matrices,
(c) a set of symmetric and sparse matrices,
(d) a set of p-diagonal matrices.
Now we give the Theorem 3.1 and two properties used in proving 

some properties of matrices Bk, Hk-

Theorem 3.1 [3]. Let H denote a Hilbert space and Q be a convex 
closed set, Q C H. Let Pqx denote the orthogonal projection x G H 
onto Q. Then

(3.3) ||x - Pqx||2 + ||Pqx - i/||2 < ||x - y||2 for all y e Q.
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Property 1. If F satisfies the assumptions Al, A2, A4 - A8 then
(3.4) \\Hk - F[(x*)\\ < Lkrk.

The proof is an analogue of the proof of Property 1 in [3].

Property 2. If F satisfies the assumptions Al, A2, A5 - A8 and 
Hk € Q C Rnxn, where Q is a closed convex set, then
(3.5) Hk G Q.

The proof is an analogue of the proof of Property 2 in [3].

It follows from Property 2 that if the mapping F satisfies the 
assumptions Al - A8 and A9, then Hk G Mk A Q. Now we give an 
Algorithm U1 to compute the matrix Bfc+i which is an analogue of 
the Algorithm 1 in [3]; the only difference is that the definition Lk in 
paper [3] is replaced by the definition Mk in this paper:

Algorithm Ul. Suppose that Bk G RnXn is given. Then
(3.6) Bk+i = PQr\MkBk, fc = 0,l,...,
where PaX denotes the orthogonal projection X onto the closed, 
convex set A.
Theorem 3.2. The sequence {x^} defined by (1.3) with the update 
Ul is locally Q-linearly convergent to x*.

Proof. Since Hk G Mk A Q we get the inequality
||Bi+i - Bk||2 + ||B1+I - Jf»||2 < ||Bk - Jft||2

from Theorem 3.1, thus
llft+l - F1'(x,)|| < - Bril + || JT* -

< ||Bk - //fell + \\Hk - Fi(x*)|| < \\Bk - ^(x*)!! + 2||tf* - Fi(x*)|| 
<||Bfc-Fi(x*)||+2£1rfc

from Property 1.
Now -the bounded deterioration Theorem 2.2 for the mapping F 

with the almost sparse Jacobian matrix implies local and Q-linear 
convergence of the sequence {x^}. □

Now we give two lemmas used in proving the superlinear conver
gence of the sequence {x*J.
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Lemma 3.3 [4]. If {A*;} ,{J5fc} and {Cfc} are sequences of matrices 
in RnXn such that

oo
52 ||Afc+1 - CkII < oo, \\Bk - Ajk|| < M < oo
k=0

and
||£fc-A*||2>||£*+1-Cfc||2 + a*

OO

then ak < oo. 
fc=0

Lemma 3.4 [4]. Let F : RnX" —> Rn be a mapping with properties 
A4 - A7. Assume that the sequence {rjt} defined by (1.3) is Q- 
linearly convergent to x*

lim
fc-oo ||rfc-r*||

» lim iifOL0

fc->oo list II

= 0.
fc—00 ||sjt||

Theorem 3.5. Let F satisfy the assumptions A1 - A9. Moreover 
assume that F^(x*) = 0. Then the sequence {r<-} described by (1.3) 
with the update Ul is locally Q-superlinearly convergent to x*.

Proof. By Lemma 3.4 it is sufficient to prove that

lim Hl^g£>ll=0,
fc-*oo ||sfc||

Note that Hk,Bk+i G Mk so Hksk = yk and Bk+isk = yk. Now

< nig»,-g»M + l|J?i _
INI

< ll-Sfc+i - -8*11 + Lirk.
Sjfc

Note

\\Bk - Hk\\ < \\Bk - Fi(r*)|| + ||Fi(x‘) - Hk\\ 
<\\Bk-F[^)\\+Lirk<M
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because the sequence {||Bfc||} is bounded (by Th. 2.2). From the 
Property 1 of orthogonal projection we also have

\\Bk - Hk||2 > ||B,+1 - tffc||2 + ||Bfc+1 - Bk\\2.
oo oo

Since £3 ||#fc+i — Hk\\ < it follows from the Lem-
k=0 k=0

ma 3.3 that
OO

£||Bfc+1-£fc||2<oo
k=0

and lim ||£fc+i — Bk\\ = 0. Thus
k—KX>

lim
k—*oo

ll[£fe - F(x*)]s,H
IIM

= o.

□

The problem min \\B — Bk\\ may be difficult to solve.

S. M. Grzegorski in [3] proposed two level update of the form:

Rk = PQirtLkPQ2Bk

In such a case we propose an analogous Algorithm U2 to compute

Algorithm U2. Suppose Bk € RnXn is given. Define £t+i as

(3.7) £fc+i = = 0,1,...

where Q = Qi D Q2 and Qi, Q2 are convex, closed sets.

In the case Q2 = RnXn the orthogonal projection PQ2nMkBk de
notes the projection onto Mk.

Theorem 3.6. The sequence {xjt} defined by (1.3) with the update 
U2 is locally Q-linearly convergent to x*.

Proof. Put B'k = PQ2r>MkBk and Bk+i = PQxB'k. Since Hk € 
Qn Mk and Q = Qi D Q2, where Hk is defined by (3.3) and Mk 
is defined by (3.2) ,

||Bl - Bill2 + ||B1 - Kill2 < 11^ - ^ll2
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and
||Bfc+1 - B'k||2 + ||B*+1 - Bfc||2 < IIBJt - B^- 

Then, from these inequalities and from PROPERTY 1 :

||Bfc+1 - r;(x*)|| < ||Bfc+1 - Bfc|| + \\Hk - F'(x*)|| <

\\Bk - Hk\\ + Lirk < ||B* - Fi(x*)|| + 2Lirk.
Now the bounded deterioration Theorem 2.2 implies local and Q- 
linear convergence of the sequence {xjt}.

4. Numerical examples. We now give some numerical examples 
which are calculated on TURBO PASCAL v.7.0 by the IBM PC 386 
SX. Define the norm

n n 1/2

.=1 J=1

where A € RnXn . First we compare our modification of Newton’s 
method, given by (1.2) with the classical Newton method, i.e. we 
compare the number of iterations and time (taken in hundredths of 
a second) of calculations needed to get a required approximation of 
the solution x*.

Consider the mapping F : R7 —* R7such that:

F — (A, A, A,—, A),
fi = 2xi + x,_i + x,+i — di for i 4 and i / 7 
fi = 2x7 + X6 — d7, fi = 2^4 + x3 + X5 + tX\Xi — di,

where t is a small parameter and di = [0.3, 0.4, 0.4, 0.4 + 0.01/, 0.4, 
0.4, 0.3]t.

Put

2xj -p — dj • 0 ■
xj + 2x2 + x3 - d2 0
x2 + 2x3 + Xi - d3 0
x3 + 2x4 + x5 - di and F2 = t■X1X7
Xi + 2x5 + x6 - d5 0
x§ ~P 2xg ~p X7 dg 0

x6 + 2x7 — di . 0 .
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Note that x* = (0.1,0.1,0.1,0.1,0.1,0.1,0.1)r is the solution of 
the equation F(x) = 0.
Example 1. Let t = 10-2. Since ||[F1'(a;*)]-1 = \/l8 • 10“3,
F is a mapping with an almost sparse Jacobian matrix. Let’s take 
the following initial guesses xo :

a) (0,0,0,0,0,0,0)r
b) (1,1,1,1,1,1,1)T.
Our results are given below (TABLE 1):

Table 1. The number of iterations and the time needed to approxi
mate the solution x* with the accuracy e = ||F(a:*;) — F(x*)||.

initial
guess

accuracy
e

Newton’s method modif. of Newton’s
method

time number of iter. time number of iter.
a) 10"2 2.47 2 1.09 2
b)

10"2 2.28 2 1.7 3
a)

001Or—
< 2.37 2 1.92 4

b)
IO"8 5.11 4 2.48 5

Example 2. Let t = 10 5. The norm ||[F((x*)] 1F2(x*)|| = \/l8 ■ 
10-6. The start points are the same as in Example 1.

Table 2. The number of iterations and the time needed to approxi
mate the solution x* with the accuracy e = ||F(xjt) — F(x*)||.

initial
guess

accuracy
e

Newton’s method modif. of Newton’s
method

time number of iter. time number of iter.
a) 10~2 3.37 3 1.15 2

b) 10-2 2.8 2 1.27 2
a) 10"8 3.63 3 1.54 3

b) IO"8 4.01 3 1.82 3

Now we compare our method (1.3) with update defined by Algo
rithm U1 with the classical Broyden method, i.e. analogously as in 
the above examples we are interested in the number of iterations and
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time (in hundredths of a second) needed to get the required approx
imation x*. Consider the mapping F : R5 —> R5 such that:

= (/n/2,—,/5), fi =2xi+0.5xi+12 - dt for 
fi = 2xi + 0.5x22 + tx5 - di, f5= 2x5 + txi - d5,

where t is a small parameter and d — [2.5 + t, 2.5, 2.5, 2.5, 2 + t]T. 
Put

'2xi + 0.5x22 — di' ■f
2x2 + 0.5x32 — d2 0
2x3 + 0.5x42 — ¿3 and F2 = 0
2x4 + 0.5x52 — d4 0

2x5 — ^5 .t.

Note that x* = (1,1,1,1,1)T is the solution of the equation F(x) = 0.

Example 3. Let t = IO-2. Since ||[F((x*)]“1 F^x*)|| = 10~2iiyp < 
1, F is a mapping with an almost sparse Jacobian matrix. Let’s take 
the following initial guesses xo :

a) (0,0,0,0,0)T
b) (1.2,1.2,1.2.1.2,1.2)r.
Our results are given below ( Table 3):

Table 3. The number of iterations and the time needed to approxi
mate the solution x* with the accuracy £ = ||F(xjfc) — F(x*)||.

initial
guess

accuracy
e

Broyden method method 1.3
with update Ul.

time number of iter time number of iter
a) IO"2 9.17 6 3.98 5

b) IO-2 2.02 2 1.81 2
a) 10"8 18.49 12 8.51 11

b) IO"8 10.73 7 5.49 7

Example 4. Now let t = 10 5. The norm ||[Fi(x*)] 1F2(x*)|| = 
10-5: pp < 1. The start points are the same as in Example 3.

32
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Table 4. The number of iterations and the time needed to approxi
mate x* with the accuracy e = ||F(xk) — F(x*)||.

initial
guess

accuracy
e

Broyden method method 1.3
with update Ul.

time number of iter time number of iter.
a) IO"2 9.20 6 4.01 5
b) IO"2 3.04 2 1.78 2
a) IO"8 17.00 11 7.09 9
b) IO'8 10.48 7 4.88 6

Our results suggest that for some kinds of problems like problems 
with a small parameter the proposed methods (1.2) and (1.3) with 
update U1 need almost the same number of iterations to get a re
quired approximation of the solution x* as the classical Newton’s or 
Broyden method. Because the Jacobian matrix is 3-diagonal (in 
the Example 1 and 2) matrix or 2-diagonal (in Example 3 and 4), the 
modification of Nfewton’s method needs less computing operations 
than Newton’s or Broyden methods, so the times of calculations are 
shorter than in classical methods.
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