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Abstract. We prove a Glivenko-Cantelli lemma for a class of discrete as­
sociated random variables. The obtained result applies in the case of lattice, 
in particular, integer-valued and binary random variables.

1. Introduction and the main result. Let (Xn)nęN be a sequence of 
random variables defined on the same probability space , P). Here and 
in the sequel we assume that the random variables are associated, i. e., for 
every finite subcollection Xni, Xn2,Xnk and coordinatewise nondecreas­
ing functions f, g : —* R the inequality

Cov(/(Ani,Anj,...,A„J,5(V„1,X„2,..., VnJ) > 0 

holds, whenever this covariance is defined (cf. [7]).
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Associated processes are widely encountered in mathematical physics and 
statistics, in particular in reliability theory and in percolation theory (cf. [4], 
[7], [12], [13]). There is a number of limit theorems for associated sequences 
such as central limit theorem, strong law of large numbers, weak and strong 
invariance principle and the law of the iterated logarithm (cf. [2-4], [6], [8- 
13] and references therein). Asymptotic properties of empirical distribution 
and empirical survival function were considered in [1] and [8]. Hao Yu [8] 
studied the Glivenko-Cantelli lemma and weak convergence of empirical 
processes of associated sequences. He considered equidistributed random 
variables with continuous distribution function and pointed out that the 
Glivenko-Cantelli lemma remained open in the discrete case. Our goal is 
to fill this gap.

We shall consider associated random variables taking values in the set 
S C R, such that for some 6 > 0, inf^ygs^j, |x — y| = Ó. It is easy to see 
that S is at most countable, moreover any finite set and the set of integers 
satisfies the given condition. Associated processes of this kind are very 
important and were studied in [6] and [7].

Assume that (Xn)»eN is a sequence of r.v.’s with the same distribution 
function F(x) = P(Xn < x). For each n > 1 put Sn = The
empirical distribution function of Xi,... , Xn is defined as

1 X AFn(x) = - V I[Xk < x], X e R, 
n

fe=l

where /[• < x] is the indicator function.

Theorem. Let (Xn)ngN he a sequence of associated random variables tak­
ing values in the set S and having the same distribution function F(x). 
Assuming

°° 1V -2-Cov(Xn,S„_i) < 00,
n=2

we have, as n —> oo,

sup |Fn(x) - F(x)| —* 0, almost surely.
— 00<X<00

Let us observe that the condition used in our Theorem is the same as 
in [8], therefore our result extends Theorem 2.1 of [8] on a larger class of 
associated sequences.
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2. Proof of the main result and auxiliary lemmas. Let us put g(x) = 
(-|l*l + 1) A-«/2,«/2)(®) and

<?(*) ~ 52 9(x~ x*)’
Xk <x,Xk ES

G(z) is bounded and absolutely continuous with |G(z)| < 1 and |G'(z)| < 
2/Ó, moreover l[Xn < z] = G(Xn), for n £ N. Therefore, it follows from 
Lemma 1, that

Cov(/[Xfc < < z]) = Cov(G(Xfc),G(Xm)) =
OO oo

= 11 G’(x)G'(y) [P(Xk < x, Xm < y) - P(Xk < x)P(Xm < j/)] dxdy < 

— oo —oo
oo oo

< 4/Ó2 u [P(xk < x,Xm < y) - P(Xk < x)P(Xm < y)\dxdy =

— OO —oo

= 4/02Cov(Xfe, Am),for k / m.

By Lemma 2, we get as n —* oo

1 "F„(z) = - V' I[Xk < z] -+ F(z), almost surely.

Similarly, taking <$(z) = ZIJk<x,I|fe6s 9(x ~ xk) instead of G(z), we prove 
that

Fn(x -0) = - V I[Xk < z] 
n k=l

F(x - 0), almost surely, as n —► oo.

Now, the proof may be completed as in the i.i.d. case (cf. Chung [5]).
For the sake of completeness we recall two results (cf. Theorem 2.3 of

Hao Yu [8] and Theorem 2 of Birkel [2]).

Lemma 1. Let f,g : R —> R be absolutely continuous functions in any 
finite interval. Then we have, for any random variables X and Y,

OO oo
Cov(f(X),g(Y)) = )g'M[P(X < x,Y < y)

— oo —oo

- P(X < x)P(Y < j/)j dxdy.
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Lemma 2. Let (Xn)n£N be a sequence of associated random variables with 
finite variance. Assume

1V — Cov(Xn,S„) < oo. 
x—' nA

Then, as n s- oo, we have (Sn — ESn)/n —► 0 almost surely.
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