ANNALES
UNIVERSITATIS MARIAE CURIE -SKLODOWSKA
LUBLIN-POLONIA

VOL.LI.1,7 SECTIO A 1997

SYLWIA GUTKOWSKA and WIESLAW ZIEBA (Lublin)

On a Stability in Renyi’s Sense

ABSTRACT. The aim of this note is to give a construction of the stable
sequence of random elements with a given density function.

Let Xs be the set of all random elements (r.e.) defined on a probability
space (2, A, P) with values in a separable, complete metric space (S,p),
ie. Xs={X:Q2—-5; X~Y(B) c A}, where B stands for the o—field
generated by the open subsets of S.

Now, let T denote the set of positive integer-valued random variables
(r.v.) and P(S)-the set of all probability measures defined on (S, B).

On P(S) the Levy-Prokhorov metric is defined as follows:

L(Px, Py) = inf{e > 0 : Px(A) < Py(A°)+e, Py(A) < Px(A%)+e, A € B},

where Py is the probability distribution of re. X, A® = {z : d(z,A) =
infye 4 p(z,y) < €}, Px(B) = P[X € B],B€B.

It is known [2] that the convergence of a sequence of probability measures
in the Levy-Prokhorov metric and the weak convergence of this sequence
coincide.

The concept of stability of a sequence of events was introduced by A.
Renyi [6]. A survey of stable limit theorems is given in [1].

Definition 1 [6]. The sequence {An,n > 1} of events (A, € A,n2>1)is
said to be stable, if the limit limy,—oc P(An N D) = Q(D) exists for every
De A
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In this case Q is a bounded measure on (2,.A) which is absolutely con-
tinuous with respect to the measure P and thus Q(D) = fD adP, for
every D € A, where a = a(w) is a measurable function on Q such that
0 < a(w) < 1. The function «a is called the local density of the stable
sequence of events {An,n > 1}.

It is well known [5] that any sample space ) can be represented as

(1) @=DU|J D, DunNDu=0,m#n, BANB, =0, m=1,2,..,
k=1

where each Dy is an atom or an empty set and D has the property that,
for any given A € A such that AC D and any ¢, 0 < ¢ < P(A), there
exists C C A,C € A, such that P(C) =e.

Lemma 1. Let (2,4, P)=(<0,1>, B° v), where B°-denotes the Borel
o—field of subsets of the interval < 0,1 > and v denotes the Lebesgue
measure. For every measurable real function a such that 0 < o < 1 there
exists a stable sequence of events {An,n > 1} such that -

-

Jimoou(An N B)= /B adv = pug - v(B), where 0 < ugp < 1.

Proof. We put

n—1
k k (k+1)/n
(2) A=} (~,— + j[ adu).
k/n

nn
k=0 \

Then for every interval I C< 0,1> we have lim,_q, v(4, N I)= [ adv
which proves that the sequence {A,,n > 1} is stable with density ci ’

Corollary 1. Let (Q,A, P) be a probability space. If there exists a r.e.
Z :Q —<0,1> such that Z7Y(B%) = A and Pz = v then for every

measurable real function a satisfying 0 < a < 1 there exists a stable
sequence of events {An,n > 1} for which

Am P(4.0 B) = !adP=#B'P(B),

JB
where 0 < up < 1.
Pz(A) = P[Z € A] = v(A).

¥3y 'Lemma 1 /we see that, if o' and a are measurable real functions
satisfying 0 < o' < a <1 then there exist stable sequences {A',n > 1}
n =
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and {An,n > 1} with density o' and a respctively, such that A’ C 4,,
n = 1,2,.... It is obvious that the sequence {A,\ Al,n > 1} is stable
with density a — o'.

If o' and a are nonnegative measurable real functions such that 0 < o/ +
a < 1 then there exist stable sequences {A],n > 1} and {A,,n > 1} with
density o' and o respectively which satisfy An'NA, =0,n=1,2,....

Definition 2. A sequence {X,,n > 1} of r.e. is said to be stable if for
every Be€ A, = {B € A: P(B) > 0} there exists a probability measure
KB, defined on (S,B) such that

(3) lim P([Xn € A]| B) = up(4)

for every A € C,, = {A € A : pp(0A) = 0} where GA denotes the
boundary of A.

If ug(A) = u(A) for every B € A, and A € B then a sequence {X,,
n > 1} of r.e. is said to be p-mixing.

Let Q4(B) = pp(A)P(B). Obviously Q4 is a measure absolutely con-
tinuous with respect to P and, by Radon-Nikodym Theorem, there exists
a nonnegative function a, : Q@ — R* such that Q4(B) = [;asdP. The
function ay is called the density of a stable sequence {Xn,n > 1}.

The set P4(S) = {up: B € A;} of all probability measures defined by
(3) satisfies the following condition:

P (U B.) pus, B,(A) =Y _ 1s,(A)P(Bi)
i=1 i=1

for every B; € Ay,i=1,2,...,n,B;NB; =0,i # j. Moreover, it is known
(9] that a sequence {Xn,n > 1} of r.e. converges in probability to a r.e. X
ff X,,n > 1} is stable and P4(S) satisfies the following condition

(#) If up(A) > O then there exists a set B' € A}, B’ C B such that

pp(A)=1.

Theorem 1. Let (Q, A, P) = (< 0,1 >,B",v). If the set Pg:(5) = {pp :
B € B'} of probability measures defined on (S,B) satisfies the condition

n \ n
I v <|U B; ! pur_ B, (A) = Z#B.-(A)V(Bi) g
=1/ i=1
B; € B'+,i =1,2,...,n, B;Q Bj = 0,: # 7,
then there exists a stable sequence {Xn,n > 1} such that

lim v([X, € A]N B) = up(A)W(B), A€ B,B¢€B.,.
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Proof. Let Q4(B) = pp(A)v(B). Obviously Q4 is a measure absolutely
continuous with respect to v and Q 4(B) = fB asdv, 0 < a<1,ae.Then
there exists a variant A(A, -) of a(A4,-) such that, with probability 1,
A(-,w) is a probability measure on (§,B),(v{w : a(A,w) # A(A,w)} =0
for every A € B), (8].
Let us choose a sequence of Borel subsets §; ;. . €C, satisfying the
following conditions [7]:
a) Siyig. i N Sinie, i =0if iy # 4 forsome 1 <s <k
b) Uf:] Sihfﬂ'vu--ik—l»ik = iy i2ves it s U?:j:l S"l =5
c) WSy ia.iin) < 2=% where d(B) denotes the diameter of the set
BaGxS.
By Lemma 1 for every S, i,....,i, there exists a stable sequence {AL g ins
n > 1} with density a(S;, i,,....ix, - ) Such that
a') NAR o i = 0if iy # ¢ for some 1 < s <k and
b") AR e e A" n>1,k>1and

11,8200 0k ?
' oo n — AN - o T et
¢ ) Ul'a+1=1 11,82, 00k 41 Ailvi2---~y’k ? Ui1=1 Aix =<0,1>,n>1.

If 25 4,... i € Si,.5.....1 and

(4) X& (@h="z: pich- mdor i€, Al an el

11,8200,
then for every w the sequence {XF k > 1} satisfies the Cauchy condition
and therefore convergences to some r.e. X, € A’s.
Moreover, for every k, the sequence {Xn,n > 1} is stable.
Let B € B® and ¢ > 0. We choose é§ > 0 such that

/ a (Sizlb,ig....,i[’ . ) dl/ < / a(sil'ii’v---vi” : )dl/ + € ]
B B
where A° = {:L : fyGAp(z,y) < 6} .
Hence
v ((Xn € Siyia,...ul N BY S v ([XEe S5, .1nB)
L X": € U Si).iz....,i, NnB
{51:8250-208028%y siguens via MSiy igson. ip #I}
n_—?:o - U Sil,ig,....i,a ¢ dl/

P {ilyiz'-n 15150y ig,... 1is MSig ig,... '.,?50}

S/ a( ?16,i2u..,i1’ ')dV S / 0’(5,‘,_1‘2,._._;,, ')dl/+£
B B
for k > s> log,(1/6).
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Similarly
nleoo U([.Xn S Silv'?.---.il] N B) Z ./;ﬂ(‘s.‘l‘iﬁr><>ril‘ ¥ }df/ =
which proves that
lim v([Xn € Si,i,....s] N B) = / 0 (Siy i dia AV
oo JB

Since the set S; i, . i form the convergence-determining class this com-
pletes the proof.
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