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On a Stability in Renyi’s Sense

Abstract. The aim of this note is to give a construction of the stable 
sequence of random elements with a given density function.

Let As be the set of all random elements (r.e.) defined on a probability 
space (0, A, F) with values in a separable, complete metric space (5, p), 
i.e. Xs = {A : 0 -> S; A_1(F) C A} , where B stands for the cr-field 
generated by the open subsets of S.

Now, let T denote the set of positive integer-valued random variables 
(r.v.) and F(S)-the set of all probability measures defined on (S,F).

On F(S) the Levy-Prokhorov metric is defined as follows:

l(Px,Py) = inf{£ > 0 : FX(A) < Fr(A£)+e, Fr(A) < Fx(A£)+e, A e B}

where F% is the probability distribution of r.e. A, A£ = {® : d(x,A) — 
p(x,y) < £} , F.v(B) = P[X € F], B e B.

It is known [2] that the convergence of a sequence of probability measures 
in the Levy-Prokhorov metric and the weak convergence of this sequence 
coincide.

The concept of stability of a sequence of events was introduced by A. 
Renyi [6]. A survey of stable limit theorems is given in [1].

Definition 1 [6]. The sequence {A„,n > 1} of events (A„ € A,n > 1) is 
said to be stable, if the limit limn^oo F(A„ DD) = Q(D) exists for every 
D ę A
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In this case Q is a bounded measure on (ft, .4) which is absolutely con­
tinuous with respect to the measure P and thus Q(D) = fDadP, for 
every D £ A, where a = o(w) is a measurable function on ft such that 
0 < o(tu) < 1- The function a is called the local density of the stable 
sequence of events {An , n > 1}.

It is well known [5] that any sample space ft can be represented as

OO

(1) Q = £>u(J£)fc’ T)mnL>n = 0,m^n,j9nBn = 0,m = 1,2,...,
fc=i

where each Dk is an atom or an empty set and D has the property that, 
for any given A 6 A such that A C D and any £, 0 < e < P( A), there 
exists C C A,C G A, such that P(C) = e.

Lemma 1. Let (ft, A, P) = (<0,1 >, Z?°, i/), where B°-denotes the Borel 
cr-field of subsets of the interval < 0,1 > and v denotes the Lebesgue 
measure. For every measurable real function a such that 0 < a < 1 there 
exists a stable sequence of events {An,n > 1} such that

lim v(An Cl fl) = I otdv = • p(B), where 0 < ur < 1
n—*oo

Proof. We put

Jb

. M k P'
k=0 \ ^k/n

(k+l)/n

adv(2)

Then for every interval I C< 0,1 > we have lim,^^ p(An Hl) = / adv , 
which proves that the sequence {An,n > 1} is stable with density a.

Corollary 1. Let (ft, A, 1 ) be a probability space. If there exists a r.e. 
Z : ft —►< 0,1 > such that Z (B ) = A and P% = i? then for every 
measurable real function a satisfying 0 < o < 1 there exists a stable 
sequence of events {An,n > 1} for which

"lim, P( An n £) = / adP = pB • P(B),
J B

where 0 < pB < 1.
Pz(A) = P[Z ę A] = p(A).

By Lemma 1 we see that, if o' and o are measurable real functions 
satisfying 0 < a' < a < 1 then there exist stable sequences {A'n,n > 1}
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and {An,n > 1} with density a' and a respctively, such that A'n C An , 
n = 1,2,... . It is obvious that the sequence {An \ A'n,n > 1} is stable 
with density a — a'.

If a' and a are nonnegative measurable real functions such that 0 < «'+ 
a < 1 then there exist stable sequences {A'n,n > 1} and {An,n > 1} with 
density a' and a respectively which satisfy An' A An = 0 ,n = 1,2,... .

Definition 2. A sequence {Xn,n > 1} of r.e. is said to be stable if for 
every B € A+ = {B G A : P(B) > 0} there exists a probability measure 
Mb , defined on (S,B) such that

(3) lim P([Xn € A] | B) = hb(A)
n—+oo

for every A € = {A 6 A : mb(^) = 0} where dA denotes the
boundary of A.

If mb(-4) = for every B € A+ and A <E B then a sequence {Xn, 
n > 1} of r.e. is said to be //-mixing.

Let Qa(B) = pb(A)P(B). Obviously Qa is a measure absolutely con­
tinuous with respect to P and, by Radon-Nikodym Theorem, there exists 
a nonnegative function aA : 0 —► K+ such that Qa(B) = fBaAdP. The 
function a a is called the density of a stable sequence {Xn,n > 1}.

The set Pa(S) = {pb ■ B E A+} of all probability measures defined by 
(3) satisfies the following condition:

P (u = £>b.(A)P(B,)

for every B< C .4+, ś = 1,2,... , n, Bt- A Bj = 0, i / j- Moreover, it is known 
[9] that a sequence {Xn,n > 1} of r.e. converges in probability to a r.e. X 
iff Xn,n > 1} is stable and satisfies the following condition

(*) If mb(4) > 0 then there exists a set B' € A+,B' C B such that 
MB'(4) = 1-

Theorem 1. Let (il,A,P) = (< 0,1 If the set PB'(S) = ■
B ę B'} of probability measures defined on (S,B) satisfies the condition 

n \ n
Bi 1 Mu’LjB, (4) = y^MBi(4)t/(BJ ’

i=i / «=i
Bi €B'+,i = 1,2,... ,n,Bi A Bj = Q,i/ j, 

then there exists a stable sequence {Xn,n > 1} such that

lim is([Xn 6 dj A fi') = pb(.A)i/(B) , A £ B,B £ B'+.
n—*oo \ /
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Proof. Let QA(B) = hb(A)v(B). Obviously QA is a measure absolutely 
continuous with respect to v and Q A(B} = fB aAdu , 0 < a < 1, a.e..Then 
there exists a variant A(A, •) of «(A, •) such that, with probability 1, 
A(-,u>) is a probability measure on (S, B),(p{u> : a(A,u>) A(A,u>)} = 0
for every A € B), [8].

Let us choose a sequence of Borel subsets •S'tija,... ,ifc £ satisfying the 
following conditions [7]:

a) Silt<2.... ik n Si'iti'2<... ,i‘k = 0 if is / i', for some I < s < k
b) Uifc=i = ’ U«1=i ^fi = 5
c) < 2~k where d(B) denotes the diameter of the set 

B QS.’
By Lemma 1 for every SilA2.... ik there exists a stable sequence { A?

n > 1} with density a(SilA2.... ik, •) such that
a') nA" ■, = 0 if is ± i's for some 1 < s < k and 

C A”id2.... ik , n > l,fc > 1 and
U~+1=Mh,i2,...,ń+1 =^h,i2.... U~=i^ =<0,l>,n>l.

b')
c')

If ^«i,«2)...,iit € *^,‘i.«2.-->•* and

(4) Xk(u) = zil<i2.... ik for w € A")i2> ^,n > 1,

then for every u the sequence {Xk,k > 1} satisfies the Cauchy condition 
and therefore convergences to some r.e. Xn 6 As-

Moreover, for every k, the sequence {Xn,n > 1} is stable.
Let B G B° and e > 0. We choose 6 > 0 such that

[ a(^ii,i2...... it^ ') dv < f a(‘5'«i,i2,...,i|, • )dp + £ ,

J B J B

where A6 = {z : fy(-A f>(x, y) < <$} .

Hence

■di*. e . ............ r, B) < <' (K e S?„(l..... ] n B)

for k > s > log2(l/ó).

\
ns

/
\

dv

/
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Similarly

lim i/([Xn € Silit2.... j,]nB)> [
n-°° Jb

which proves that

Jim i/([Xn € Sjj n .5) = / a (S,- j ) dp.
n-o° jB

Since the set form the convergence-determining class this com­
pletes the proof.
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