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A Note on the Strong Tightness in C[0,1]

Abstract. A sequence {Xn,n > 1} of random elements is called strongly 
tight if for any e > 0 there exists a compact set K such that

A new type of convergence of r.e. was indroduced in [4]. With this kind 
of convergence some criteria of strong tightness in 0(0,1] are given. Also 
almost sure convergence of random functions in C(0q is investigated.

1- Notation and definitions. Let (Q,,A,P) be a probability space and 
(-S',p) a separable and complete metric space (Polish space). A random 
element with values in S is a measurable map X from the probability space 
(D, A,P) into S equipped with its Borel cr-algebra Bp , (A’_1(5P) C A) .

The distribution of X is the probability measure Px '■ Bp —► [0,1] defined 
by the formula

V BeBp Px(B) = P {u : X(u) e B} .

Definition 1. We say a sequence {Xn, n> 1} of random elements converges 
in distribution to the random element X , and write (An —> X, n —<• oo), if

lim P%„(5) = Px(B), 
x n—►oo
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where Cpx = {B G Bp : Px(dB') = 0} and dB denotes the boundary of B.

Definition 2. A sequence {Xn,n > 1} of random elements is said to be 
EDessentially convergent in law to a r.e. X (Xn — X, n oo) , if

T(limsup[Xn 6 A]) = T(liminf[Xn € A]) = /’([X G A])
n—+oo n—♦■oo

for every A G Cpx.

Definition 3. A probability measure P on (S, p) is tight if 

Ve>03 1<cs P(A')>l-£
I\ —compact

Definition 4. A sequence {Pn : n > 1} of probability measures defined on 
(5, p) is tight if

V e>o 3 K(-s V n>i Pn(Ii) > 1 — £
/< —compact

A sequence {Xn,n > 1} of random elements is tight if the sequence of 
distributions {Pxn : n > 1} is tight.

Theorem 1 ([1; Th. 8, p. 241]). Suppose that Xn —> X, n —> oo. Then 
{Pxn : n > 1} is tight.

Let €7(0,1] denote the metric space of continuous functions on [0,1] with 
the metric defined by formula

p(x, y) = sup{|x(t) - 3/(Z)| : t G [0,1]}.

The modulus of continuity of x G €7(0,1] is defined by

wx(6) = sup{|a;(i1) - ®(t2)| : |<i - <2| < 6 < 1}.

We define Cp as the tr-field generated by the open subsets of €7(o,i] •
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Theorem 2 ([1, p. 54]). Let {Xn,n > 1} and X be random elements with 
values in C[o,i]- If

{Xn(ti),Xn(t2),...,Xn(tk)} Ź {%(/!),n —> oo,

for every k and 0 < ti < t2 < ... < tk < 1 , and if {Px„ : n > 1} is tight, 
then Xn ” X, n —► oo.

2. Almost sure convergence. Now, we give some conditions which 
assure almost sure convergence of random elements in C[o,i].

It seems to be worth mentioning that every almost surely convergent 
sequence converges in probability.

Definition 5. We say that a sequence {Xn,n > 1} of r.e. is strongly tight 
iff

CG) ^£>0 3 KCCp i] P ‘ Q [u,: Xn(u>) G K] ► > 1 - £.
f n=l

Obviously, if a sequence 1} is strongly tight then it is tight,
but the reverse implication does not hold. (For instance sequences of i.i.d. 
real r.v’s having a standard normal distribution are tight but not strongly 
tight).

By T we denote a collection of all bounded stopping times relative to the 
sequence {o(Xi,X2, ...,Xn) : n > 1} , where o(Xi,X2, ...,Xn) denotes the 
smallest a-algebra with respect to which Xi,X2,...,Xn are measurable .

Theorem 3. If Xn ^4’ X , n —> oo , then the sequence {Xn,n > 1} is 
strongly tight.

Proof. Since Xn °-4' X for n —► oo, Xn is randomly convergent in proba­
bility to X. This means that for any e > 0 there exists r0 G T, such that 
for every t > r0(a.s.) , v(XT,X) < c , where ir denotes the Prokhorov 
distance. Now, we will show that the family {Pxr,r G T} of measures is 
tight. Let {xi,i G N} be a countable dense subset of S and fix 6 > 0 . 
Define Pm(0) = IJ’lj (ar,-, Ó), where K (xi,6) is the ball of radius 6 cen­
tered at Xi. We have to show that for any e > 0 there exists m G N such 
that P[Xr G > 1 - e for every t G T . Suppose that it is not true.
Then there exists e > 0 such that for any m G N we can choose rm G T that 
PlXrm $ > € .
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Since {xj, i £ N} is dense, for any n € N there exists a sequence {ran} 
such that P(ULi[*. ^mn(<5)]) < e/2. We can also assume that {mn} is 
strictly increasing and mn > n. For Tmn — max{rmn,(n + 1)} it is easy to 
see that F’([AT< Pmn(0)]) > c/2 .

m n

By [1, Th. 2.1] we get for any n

Px(BmnW < liminf Px , (£m„($))K—*OO Tmk
(1)

< hm inf Px , (Bmk (6)) < 1 - c/2.
AC—*OO Tmk

On the other hand, since Bm(6) | Q as m —► oo, limn_oo Px(Bm„(£)) = 1, 
which contradicts (1). For any k € N and c > 0 there exists mnic such 
that P[XT <£ Bm„t(l/fc)] < c/2* . Put A' = fCi Bm„k(l/k) . Obviously, 
K is compact and P[XT £ A’] > 1 — c for all t £ T . Thus, the family 
{Pxr,r € T} is tight.

Suppose now that the sequence {Xn,n > 1} is not strongly tight, i.e. 
there exists e > 0 such that for any compact set K

OO

P( p [Xn e A']) < 1 - 2c.
n=l

On the other hand, we know that there exists Ke such that P([XT £ A'e]) > 
1 - c for all r £ T . Define t = inf{n : Xn </ A'e} and Tn = r A n £ T, then

OO

P( □ [Xn i A'J) < Urn. P([XTn t A’J) < c. n—n

This contradicts (2) and completes the proof. □
It is easy to observe that this theorem is not true in the case of conver­

gence in probability.

Example. Let (D, A, P) = (< 0,1), B, p.) and

for w £< k/2s, (fc -(- 1 )/2s) 
otherwise ,

where s = max{i: 2’ < n} and k — n — 2s.
p

It is easy to see that Xn —> 0, n —> oo, but the sequence {Xn, n > 1} is not 
strongly tight.
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Theorem 4. If {Xn,n > 1} is strongly tight and Xn(t} “-4' X(t),n —> oo 
for every t e [0,1] , then Xn “-4' X, n —> oo .

a.a.
Proof. We assume that X„ /> X, n —► oo and define

TV = {w : lim p(Xn(u>),X(u>)) 0} i = p > 0.
n—*oo

Let {tj, t2,... } be a dense subset of [0,1] .
Define Qo = {^ : lim„_oc, X„(/;,tu) = X(t,),i = 1,2,...} . Obviously, 
P(Q0) = 1 . For e = 7//2 > 0 there exists compact set A' C C[o,i] such that

P n [“> : > 1 - c.
. n=l

OO

Let Qi — Qo 0 P] [w : Xn(u>) € A’]. Let us notice that N 0 Qi / 
n=l

If bj £ N 0 Qj , there exist subseqences {Xnk,k > 1} and {X„s,s > 1} 
such that X„t(u>) —> Xi(w),fc -> oo and Xnj(w) -> X2(tu),s -+ oo and 
p(X1(cj),X2 (w)) > 0. By the definition of p, there exists t € [0,1] such 
that |Xj(t,łj) - X2 (t,tu)| > 0. On the other hand, u> G Qi and the func­
tions Xi(l,u?) and X2 (t,u) are continuous and coincide on a dense subset 
of [0,1] which proves that Xj = X2 and this completes the proof. □

The following theorem will be needed throughout the paper.

Theorem (Arzela-Ascoli, cf. [1, Appendix]). A subset A of C[o,i] has 
compact closure if and only if

(I) sup |z(0)| < oo 
x£A

and

(II) lim sup wx(6) = 0
6-.0 X£A

By Arzela-Ascoli theorem we see that the sequence {X„,n > 1} of r.e. is 
tight if and only if

(1) Vn>0 3a Px„ {z : |z(0)| > a} < r] , for n > 1 and
(2) Vt > 0 3t? > 0 30 < Ó < 1 3n0 PXn {* : >c}<p,for n > n0

It is easy to observe
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Corollary. If {Xn,n > 1} and {y„, a > 1} are strongly tight in C[o,i] then 
{Xn + Yn, n > 1} and {aXn,n > 1} , a € R, are strongly tight.

The sequence {Xn,n > 1} is uniformly continuous if 
(Wi) Ve > 0 3Ó > 0 supn>1 < c, a.e.

The sequence {Xn,n > 1} is almost uniformly continuous if 
(W2)Vr/>03 Ve > 0 3Ó > 0 supn>j wxn(w)(^) < e dla w e

P(ti,)>i-n

Condition (W2) is equivalent to the 
(W-9 lim,5_o supn>1 wXn(S) = 0, a.e.

It is easy to see that (Wi) => (^2) (W2) • The implication (W£) =>
(W2) follows by the Egoroff Theorem ([2, p. 88]). The implication (Wi) => 
(W2) does not hold.

Examples. Let {xn(Z),n > 1} be defined by the formula

2- n (t)
2nt for 0 < t < l/(2n)

< — 2nt + 2 for l/(2n) < Z < 1/n
0 for 1/n < Z < 1.

If

(Ei) Xn(Z,tu) = xn(t) a.s., then Xn(Z) A'(Z) 0, n —> 00,

a.s.
for every Z 6 [0,1] but Xn -/+ X,n —► 00, in Cjoj] .

Let An G A be a sequence of events such that 0 < P(An) —» 0,n —> 00
and An+i C An. We define

(£2)
dla uj G An 
dla uj /!„.

The sequence {Yn,n > 1} satisfies condition (W2) , but not (IL’i).
Let An £ A be a sequence of independent events such that 0 < P(An) —> 0, 
n —► 00 , and 52^! P(/ln) = 00 . We define

„ , . f 2Tn(Z) dla iij G An
Zn(t^) “in ai tt 0 dla w An.

A sequence {Zn, n > 1} of C[o,i] -valued r.e.s converges in probability but 
not almost surely.

(£3)



A Note on the Strong Tightness in C[0,1] 33

Theorem 5. A sequence {X„,n > 1} of C[o,ij -valued r.e’s is strongly tight 
if and only if it satisfies

(7?i) V77 > 0 3a P : sup |Xn(w, 0)| > < r)

and

(14^) lim sup w%n(6) = 0, a.e.

Proof. Let {Xn,n > 1} be strongly tight sequence. Then for every 7/ > 0 
there exists a compact set A C C[o,i] such that

OO
P{p|[xne a]}>i-z,.

n=l

By the compactness of A we see that there exists a € R such that 
suPn>i |A'„(ui,0)| = a < 00 for w 6 € 4]} and for every
e > 0 , there exist 6(c) > 0 such that supn Wxn(w)(6) < c for w G fl,, .

On the other hand, by (72j) and (fT2z) , for every 77 > 0 there exists 
tin , such that P(Q^) >1-7/ and for u € Q, we have sup„ |Xn(u>,0)| < 
a, for some a € R and

Vc > 0 30(e) > 0 sup w%n(6(e)) < c. 
n>l

It means that Xn belong to the compact set A C C[o,i] described by a 
and the function 6(e) . □

It is easy to observe that the convergence (Xn(/i), -Vn(Z2), •••> Xn(lfc)) —— 
(X(/1),A’(t2)...A'(tfc)) for every (ti,t2, ...,tfc) ’s equivalent to the conver­
gence Xn(t) X(t),n —> 00, for every t € [0,1].

Theorem 6. If {£n, n > 1} are independent identically distributed random 
variables with mean 0 and finite variation cr1 , then the random function

Xn(t,u>) = • 5[nt](w) + (nt - [Tit]) • - • £[„t]+i(w),

n
where Sn(u>) = £2 f*(w) , converges almost surely to the X(t,u>) = 0 a.s. 

k=l
ia C|0,i].

Proof. First, observe that by the Kolmogorof Theorem

(3) lim -5[ntl = lim —r-j'S’lnt] = 0 a.s. for every f G [0,1]
n->oo 71 1 1 n—00 71 [Tit] 1 1
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and oo

fc=l

which implies that

OO 9 
(T= E pn^i > E ^2 < °°

k=i k=i
I —I 
I k I > e

(4) lim (nZ - [nZ]) • — • 6„(i+i(w) = 0 a.s. 
n—Kx> Tl 1

By (3) and (4) we have Xn(Z,) 0 , as n —► oo, for every t € [0,1] .

Now we prove that the sequence {Xn(Z,cj),n > 1} is strongly tight. We 
only need to show that supt |A„(Z)| —► 0 a.s.

It is easily to seen that supz |Xn(Z,u>)| = maxi<k<„ • Sfc(u;)|. By the 
Kolmogorov inequality

< cu : max - • 5fc(tu) > cl = P max I5’fc(tv)| > n • c
n J l<k<n

a2Sn _ n • <72 
~ n2 • e2 n2 • t2

Hence we have supt |Xn(t)| —► 0 a.s. □
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