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Abstract. Under rather mild assumptions, sample quantiles are strongly 
consistent estimators of the appropriate population quantiles. A difficulty 
in statistical applications of the statement lies in that the convergence is not 
uniform even in reasonably small statistical models.

1. Introduction. It is well known that if the distribution function F is 
strictly increasing in a neighbourhood of the point xp such that F(xp) = p, 
then the appropriately defined sample quantile of order p is a strongly con
sistent estimator of the population quantile xp (Bartoszewicz 1996, Serfling 
1980). Strong consistency of the sample quantile is, however, of a rather 
limited usefulness for statistics because the convergence is not uniform, even 
in some ’’small” parametric statistical models.

To demonstrate that, in what follows we consider the problem of esti
mating the median in the family T = {Fa : 0 < a < 1/2} of distributions 
fa on the interval [0,1], where

’ 0 , if x < 0;
^(2x)" , if 0 < x < j;
1 - |[2(1 - x)]1/a, if | < x < 1;

. 1 , if x > 1.

Fa(x) = <
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Observe that for every Fa the median is equal to 1/2. Given a sample 
Xi, X2,... , Xn and its order statistics Xi:„, %2:n» • • • , Xn:n let Mn be the 
sample median

(Xfc:n + Xfc+i:n)/2, if n=2k, 
if n = 2/if n — 2k — 1.

We show that EaMn —1/2 = n-1/2C(a) + (?(n-1) and that for every C > 0 
one can choose a G (0,1/2) such that C(a) > C. It appears that even in 
very large samples the error of the estimate of the population median by the 
sample median might be very large and a statistician is not able to predict 
it in advance.

2. Results.

Theorem 1. Let Fa G F. Then for large n

1 00
2 = E^.

t=l

where

•i v • • • vi! a a
- i 4- 1) - a(a - 1)... (a - i +

Bi
1

T-K+0(*_t)
8(fc + |)

and
i — 1

Proof. Let Xi,.Xn be a sample from Fa. Then 

EaMn = 0.5 + l(h,a)

where
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The Taylor expansion of the functions sa and s1/" at the point 3 = 1 gives
us

>• = ! + £ - 3).,

i=l

s1/o = 1 + £ _ s)«.
i=i

Using the identity sk !(2 - s)fc 1 = [1 - (1 - s)2]fc 1 we obtain

/(*,a) = (i)’"" M

with Ai as above. Hence

oo
I(fc,a) = £(-1)%

t=i

/l\2fc+1 r(2fc)T(i±i) 
r(fe)r(fc+if)'

By Stirling’s formula in the form

t! = i*\/27rte *es/12‘, where #€(0,1)

we obtain for i odd

/n!i+1 r(2*)r(i±i) _ (^)t n(,.v

By the formula

1, (2»)!y5F (2i-l)!!^
r(l+2)- 22,-j 2‘

we have for i even

_ zn“+1 r(2*)r(tp) = (j -1)!'. 0 (k^\
' \2j r(it)r(fc + if-) 2i+2(A:+I)i '

Substituting these expressions for i = 1 and i = 2 to /(fc,a) we obtain the 
assertion.
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3. A conclusion. As a simple conclusion of the Theorem we obtain that 
for every A > 0 there exists F € 7 such that

A deeper insight leads us to the conclusion that for every £ > 0 and for 
every n there exists a distribution Fa 6 T such that

„ 1 
EFa ~mFa > --£

which is really ’’very large” when compared with how large is the support 
of the family T.
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