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Differential sandwich theorems
for analytic functions
defined by some linear operators

ABSTRACT. In this investigation, we obtain some applications of first or-
der differential subordination and superordination results involving Dziok-
Srivastava operator and other linear operators for certain normalized analytic
functions. Some of our results improve previous results.

1. Introduction. Let H(U) be the class of analytic functions in the unit
disk U = {z € C : |z] < 1} and let H{a, k] be the subclass of H(U) consisting
of functions of the form:

(1.1) f(2) = a+ ap2® 4+ ap12" .. (a € 0).

For simplicity, let H[a] = H]a,1]. Also, let A be the subclass of H(U)
consisting of functions of the form:

(1.2) f(z)=z+az® +... .

If f, g € HQU), we say that f is subordinate to g, written f(z) < g(z)
if there exists a Schwarz function w(z), which (by definition) is analytic in
U with w(0) = 0 and |w(z)| < 1 for all z € U, such that f(z) = g(w(z)),
z € U. Furthermore, if the function ¢g(z) is univalent in U, then we have the
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following equivalence, (cf., e.g., [4], [12]; see also [13]):

f(2) < g(2)(z € U) & f(0) = g(0) and f(U) C g(U).

Let p,h € H(U) and let o(r,s,t;2) : C3x U — C. If p and ¢(p(2), 2p'(2),
22p" (z); z) are univalent and if p satisfies the second order superordination

(1.3) h(z) < o(p(2), 20 (2), 2°p" (2); ),

then p is a solution of the differential superordination (1.3). Note that if f
is subordinate to g, then g is superordinate to f. An analytic function ¢
is called a subordinant if ¢(z) < p(z) for all p satisfying (1.3). A univalent
subordinant ¢ that satisfies ¢ < ¢ for all subordinants of (1.3) is called the
best subordinant. Recently Miller and Mocanu [14] obtained conditions on
the functions h, ¢ and ¢ for which the following implication holds:

(1.4) h(z) < @(p(2), 20/ (2), 2" (2); 2) = a(2) < p(2).

Using the results of Miller and Mocanu [14], Bulboaca [3] considered
certain classes of first order differential superordinations as well as super-
ordination-preserving integral operators [5]. Ali et al. [1], have used the
results of Bulboaca [3] to obtain sufficient conditions for normalized analytic
functions to satisfy:
2f'(2)

f(z)
where ¢; and ¢ are given univalent functions in U. Also, Tuneski [18]

obtained a sufficient condition for starlikeness of f in terms of the quantity
["(2)f(2)

(f7(2))? .
the normalized analytic function f to satisfy

q(z) < < q2(2),

. Recently, Shanmugam et al. [16] obtained sufficient conditions for

a() < Hh <o)
and 4
a(z) < 218 ),

)P

They [16] also obtained results for functions defined by using Carlson—
Shaffer operator.

For complex numbers aj,o,...,0q and B1,02,...,0s (B ¢ Z, =
{0,-1,—-2,...}; 7 = 1,2,...,5s), we define the generalized hypergeomet-
ric function Fs(aq,...,aq; P1,...,0s;2) by (see, for example, [17]) by the
following infinite series:

) . _OO ()g .- (kg
lFS(al’m’al,ﬂl,'”’BS’Z)_kzzo(ﬁﬂk...(ﬂs)k(l)kz

(1.5) ((<s+1; s,le No=NU{0}; z€U),
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where

@ = (k=0; de C\{0})
"Tldd+1)...(d+k-1) (keN;deC).

Dziok and Srivastava [9] (see also [10]) considered a linear operator
Hys(aq,...,0q; Br,...,08s) + A — A, defined by the following Hadamard
product:

His(on, ..., 81, .., 85)f(2) = [z 1Fs(oa, ... au5 81, - -, Bs; 2)] * f(2),
(1.6) (I<s+1; s,l€ Np; z€U).

We observe that for a function f of the form (1.2), we have

Hys(on, ..., 00501, ..,8s) f(2)
(1.7) . (@)t .- ()
= B B

If, for convenience, we write

(18) Hl,s(al) :Hl,s(alw"aal;ﬂla”-a/@s)a

then one can easily verify from the definition (1.7) that
(1L9)  2(His(an)f(2) = a1 His(ar +1)f(2) = (a1 — 1) Hys(en) f(2)

(f(2) € ).

It should be remarked that the linear operator Hj s(cv)f(2) is a general-
ization of many other linear operators considered earlier. In particular, for
f € A, we have:

(i) Hai(a,1;¢)f(2) = L(a,c)f(z) (e > 0; ¢ > 0), where L(a,c) is the
Carlson—Shaffer operator (see [6]);

(ii) Ho1(A + 1,¢;a)f(2) = IMa,e)f(2) (a,c € R\ Zy; A > —1), where
I (a, c)f(z) is the Cho-Kwon-Srivastava operator (see [7]);

(ili) Hoa(p, LA+ 1)f(2) = Inuf(2) (A > =1; p > 0), where I, f(2) is
the Choi-Saigo—Srivastava operator (see [8]);

(iv) Hon(n+ 1,10+ 2)f(2) = Fu(f)(2) = 158 [ e+~ f(0)dt (p > —1)
where F),(f)(z) is the Libera operator (see [11] and [2]);

(v) Ho1(6 + 1,1;1)f(2) = D°f(2) (§ > —1), where D°f(z) is the 6-
Ruscheweyh derivative of f(z) (see [15]).

In this paper, we obtain sufficient conditions for the normalized analytic
function f defined by using Dziok—Srivastava operator to satisfy:

Hl,s(al)f(z)
Hy (o + 1) f(

q1(z) < 3 < q2(2)

and
Hl,s(al + 1)f(z)

{Hisa i (P~ 2%

q1(z) <
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and g and g9 are given univalent functions in U.

2. Definitions and preliminaries. In order to prove our results, we shall
make use of the following known results.

Definition 1 ([14]). Denote by @, the set of all functions f that are analytic
and injective on U \ E(f), where

B(f) = {ecoU: lm f(z) = ocf.
and are such that f/(£) # 0 for £ € U \ E(f).

Lemma 1 ([14]). Let q be univalent in the unit disk U and 6 and ¢ be
analytic in a domain D containing q(U) with p(w) # 0 when w € q(U). Set
(2.1) U(2) = 2¢'(2)p(q(2)) and h(z) = 0(q(2)) + 9 (2).
Suppose that

(1) () is starlike univalent in U,

(i) Re{zzzg)} >0 forzeU.
If p is analytic with p(0) = ¢(0), p(U) C D and
(2:2) 0(p(2)) + 21/ (2)e(p(2)) < 0(q(2)) + 24 (2)p(q(2)),

then p(z) < q(z) and q is the best dominant.

Taking 6(w) = aw and p(w) = v in Lemma 1, Shanmugam et al. [16]
obtained the following lemma.

Lemma 2 ([16]). Let q be univalent in U with q(0) = 1. Let a € C;
v € C* = C\ {0}, further assume that

' (2) el
70 }>max{0, Re(a/7)}.

Re {1 +
If p is analytic in U, and
ap(z) +yz2p'(2) < aq(z) + v24'(2),

then p < q and q is the best dominant.

Lemma 3 ([3]). Let q be convex univalent in U and ¥ and ¢ be analytic in
a domain D containing q(U). Suppose that

(i) Re{v'(q(2))/6(q(2))} > 0 for z € U,
(ii) ¥(2) = 2q'(2)9p(q(2)) is starlike univalent in U.

If p(z) € H[q(0),1] N Q, with p(U) C D, and I(p(z)) + 2p'(2)d(p(2)) is
univalent in U and

(2.3) 9(q(2)) + 24 (2)¢(a(2)) < I(p(2)) + 20 (2)(p(2)),
then q(z) < p(z) and q is the best subordinant.
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Taking #(w) = aw and p(w) = 7 in Lemma 3, Shanmugam et al. [16]
obtained the following lemma.

Lemma 4 ([16]). Let g be convex univalent in U, q(0) = 1. Let a € C,
v € C* and Re{a/v} > 0. Ifp € H[q(0),1]NQ, ap(z)+~vzp'(z) is univalent
i U and

aq(z) +v2¢'(2) < ap(z) +v2p(2),
then g < p and q is the best subordinant.

3. Applications to Dziok—Srivastava operator and sandwich theo-
rems.

Theorem 1. Let q be conver univalent in U with q(0) = 1, v € C*. Further,
assume that

(3.1) Re {1 L 20E)

702) } > max{0, — Re(1/v)}.
If feA Hys(a1+1)f(2) #0 for 0 <|z| <1, and

Hl7s(a1)f(z)
Hl,s(al + 1)f(2’)

yar + (1+7)

(3.2) . a Hl,s(al + 2)f(Z>Hl,s(a1)f(z)
) {Hys(c1 +1)f(2)}
< q(2) +724'(2),
then

H  (« z
l,( 1)f() '<q(2)
Hl,s(al + 1)f(z)
and q 1s the best dominant.

Proof. Define a function p by

His(0n)f(2)
3.3 z) = :
33 P = Hilor + D)

Then the function p is analytic in U and p(0) = 1. Therefore, differentiating
(3.3) logarithmically with respect to z and using the identity (1.9) in the
resulting equation, we have

Hs(on)f(2)
Hs(on +1)f(2)

= p(2) +v2p'(2),

(z€U).

Hy (o +2) f(2)Hy s(a1) f(2)

yor + (1+7) {Hio(or + 1) f(2)}?

—v(1+a1)

that is,
p(2) +72p'(2) < q(2) + 724/ (2)
and therefore, the theorem follows by applying Lemma 2. ([

Putting ¢(z) = (14+ Az)/(14+ Bz) (-1 < B < A <1) in Theorem 1, we
have the following corollary.
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Corollary 1. If f(z) € A and v € C* satisfy
His(on)f(2) His(an +2)f(2)His(01) f(2)
Hys(an +1)f(2) {Hs(on +1)f(2)}
(A-B)z 1+ Az
(1+ Bz)? + 1+ Bz’
f

Yyou + (1+7) =71+ o)

=7

then
Hs(a1)f(2) 1+ Az

Hi(or+ Df(z) 1+ Bz

Putting A =1, B=—1 and ¢(z) = % in Corollary 1, we have

Corollary 2. If f(z) € A and v € C* satisfy

Hy (o) f(2) Hy (o1 +2)f(2)Hy s(a1) f(2)
Hyg(on+1)f(2) {Hys(a1 + 1) f(2)}°

yor + (1 +7) —v(1+ )

2vz 1+2
i—22 ti=z

H (1) f(2)
e { Hs(a1+1)f(2) } >0

Taking a1 =a > 0,01 =¢c>0,0;=1(j=2,...,5s+1) and §; =1
(j =2,...,s), in Theorem 1, we have the following corollary which improves
the result of Shanmugam et al. [16, Theorem 4.1].

<

then

Corollary 3. Let q be convex univalent in U with ¢q(0) = 1, v € C*.
Further, assume that (3.1) holds. If f € A, and

Ladf(e) L+ 2.0f(G) o)
et Lafe) T Lt 1,010
< q(2) + 24 (2),

L(a,c)f(z)
L(a+1,¢)f(2)
and q is the best dominant.
Taking oy = A+ 1, as =¢, fi =a (a,c € R\ Z;; A > —1), oj =1
(j=3,....,s+1)and B; =1 (j=2,...,s), in Theorem 1, we have

ya+ (1+7)

then

< q(2)

Corollary 4. Let q be conver univalent in U with ¢(0) = 1, v € C*.
Further, assume that (3.1) holds. If f € A, and

Pa,0)f(2) ’2(a,0) f(2)IMa, 0) f(2)
I a,c) f(z) WA+ {IM1(a,c)f(2)}”

< q(2) + 724 (2),

YA+ +(1+7)
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then
Ma,e)f(2)
P (a,0) f(2)
and q is the best dominant.

=< q(2)

Taking a1 = p, 51 =A+1(A> -1 p>0),a; =1 =2,...,5s+1)
and §; =1 (j =2,...,s) in Theorem 1, we have

Corollary 5. Let q be conver univalent in U with ¢(0) = 1, v € C*.
Further, assume that (3.1) holds. If f € A, and

Bl () Bl OBl
7M+(1+7)IA,H+1f(z) (e +1) (o)) =< q(2) +vzq (2),
then
I)\,,u,f(z) =< Q(Z)
Iy 1f(2)

and q is the best dominant.

Taking oy = p+1, r=p+2 (p>-1),a;=1(j=2,...,5s+1) and
Bj=1(j=2,...,s) in Theorem 1, we have

Corollary 6. Let q be conver univalent in U with q(0) = 1, v € C*.
Further, assume that (3.1) holds. If f € A, and

V(L + ) + (1 —yp) F;{Z()Z) - vzf/{(;ig“}‘é(z) < q(2) +7v24'(2),

Fuf(2)
f(z)

then

< q(2)

and q is the best dominant.

Now, by appealing to Lemma 4 it can be easily prove the following the-
orem.

Theorem 2. Let q be conver univalent in U. Let v € C with Re~y > 0. If

Hi (o)1)
f €4 7 farnre € HLNG,

Hys(a1)f(2)
Hs(on +1)f(2)

18 univalent in U, and

Hjs(on +2)f(2)Hs(a1) f(2)
{His(ar +1)f(2)}

yor + (147) —y(1+a1)

q(2) +72q'(2) < yo1 + (1 +7) Hil(;(lai)l)(; zz)
)

Hls<a1+2)f(z Hl,s( ) ( )
{Hys(01 +1)f(2)} ’

—v(1 4 ag)
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then
Hy (1) f(2)
Hy (a1 +1)f(2)

q(z) <
and q is the best subordinant.

Taking oy =a > 0,01 =¢c>0,0;=1(j=2,...,5+1) and §; =1
(j =2,...,s) in Theorem 2, we have the following corollary which improve
the result of Shanmugam et al. [16, Theorem 4.2].

Corollary 7. Let q be convex univalent in U. Let v € C with Rey > 0. If

L(a,) f(2)
feA oo € HIL1NGQ,

L(a,c)f(2) L(a+2,0)f(2)L(a,c) f(2)

O i nar@ T YT L Lafe)y?
is untvalent in U, and
| La.0f(2)
q(2) +v2¢'(z) < ya+ (1 + v)m
B Ll +2,0f(z)L(a ) f(z)
(1+a) {Lla+1L,0f(2)}*
then
L(a,c)f(2)

q(z) <

and q is the best subordinant.

L(a+1,0)f(2)

Taking a1 = A+ 1,02 = ¢, ﬂl—a(aceR\Z_ A> 1), a; =1
(j=3,...,s+1)and B; =1 (j =2,...,s), in Theorem 2, we have

Corollary 8. Let q be convex univalent in U. Let v € C' with Rey > 0. If
feA, [H(AEH[I 11nQ,

a,0)f(2)
Pa,0)f(2) *2(a, ) f(2)I*a,¢) f(2)
a,c) f(z) 1A +2) {P+1(a,c)f(2)}”

1s univalent in U, and

YA+ +(1+9)

)\ a,c z
0(2) +720/(5) <A+ 1) + (1) e
I>\+2(a o) f(2)I A(a,c)f(z)
( 2

—v(A+2
T T w07 ()}

Y

then \
I(a,c)f(2)
W) =% 50,0 f(2)

and q is the best subordinant.
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Taking a1 = p, 51 =A+1(A> -1, p>0),a; =1 =2,...,5+1)
and B; =1 (j=2,...,s), in Theorem 2, we have

Corollary 9. Let q be convexr univalent in U. Let v € C with Rey > 0. If
I z
fe A, #f;()) € H[1,1]nQ,
I)\,uf(z)

7M+(1+7)m—’7(/~0+1)

I/\,,u-i—Qf(z)I)\,uf(z)
{I)\,uf(z)}Q

is univalent in U, and

2(2) 12/ (2) <y + (1 +7)m ()

Iy 2 f(2) I f(2)
{Ivuf(2)}

9

then
~ I)\,,uf(z)

Ix\,u+lf(z)
and q is the best subordinant.

Taking oy = p+1, /i =p+2(p>-1),05=1(j=2,...,5+1) and
Bj=1(j=2,...,s), in Theorem 2, we have

Corollary 10. Let q be convex univalent in U. Let v € C' with Re~y > 0.

Iffea B ennng,

V(14 p) + (1 —yp) F;ﬁ{z()z) - VZfIE;)(;“}J;(Z)

is univalent in U, and

Fuf(2) VZf’(Z)Fuf(Z)

1%
f(z) {fen

q(2) +7v2q' (2) < y(1 4 p) + (1 = yp)

then

and q is the best dominant.

Combining Theorem 1 and Theorem 2, we get the following sandwich
theorem.

Theorem 3. Let q; be convexr univalent in U, v € C with Rey > 0, g9
be univalent in U, q2(0) = 1 and satisfies (3.1). If f € A, % €
H[1,1]NQ,

Hl,s(al)f(z)
Hl,s(al + ]_)f(Z)

Hys(a1 +2) f(2)Hys(a1) f(2)
(Hy s(a1 +1)f(2)}?

yoq + (1 +7) —y(1+ 1)
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is univalent in U, and

q1(2) + y2q1(2) < yar + (1 + )Hil(;(lai)l)(; 22)
)

Hy (a1 +2)f(2)Hys(a1) f(2)
{Hs(on +1)f(2)}
< q2(2) +72¢5(2),

—v(1+a1)

then

Hy s(on)f(2)
Hl,s(al + l)f(z
and q1 and qa are, respectively, the best subordinant and the best dominant.

q1(2) < ] < q2(2)

4. Remarks. Combining: (i) Corollary 3 and Corollary 7; (ii) Corollary
4 and Corollary 8; (iii) Corollary 5 and Corollary 9; (iv) Corollary 6 and
Corollary 10, we obtain similar sandwich theorems for the corresponding
operators.

Theorem 4. Let q be convex univalent in U, v € C*. Further, assume that
(3.1) holds. If f € A satisfies

zH s(on + 1) f(2)
[His(c1) f(2)]?

zH s(aq +2) f(2)
[His(c) f(2)]?

14+ v(a1 —1)] + (1 + aq)

q(2) +v2q'(2),

then
zH) (o1 + 1) f(2)

[Hi,s(an) f(2)]?

and q is the best dominant.

=< q(2)

Proof. Define the function p(z) by
. ZHl,s(al + 1)f(z)
p(z) - 2
[Hys(an) f(2)]
Then, simple computations show that
zH (o +1)f(2)

(ze€U).

p(2) +72p'(2) = [L + (1 — 1)]

[Hl,s(al) ( )]
zH) s(oq +2) f(2) N z[Hps(oq + 1) f(2))?
T @G M H@) )P
Applying Lemma 2, the theorem follows. d

Taking a1 =a > 0,01 =¢c>0,0;=1(j=2,...,5+1) and §; =1
(j =2,...,s) in Theorem 4, we have the following corollary which improves
the result of Shanmugam et al. [16, Theorem 4.4].
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Corollary 11. Let q be convex univalent in U, v € C*. Further, assume
that (3.1) holds. If f € A satisfies

zL(a+1,¢)f(2)
[L(a,c)f(2)]?
zL(a+2,0)f(2) QVaZ[L(a +1,¢)f(2)]?
[L(a,c)f(2)]? [L(a,c)f(2)]?
< q(2) +72d (2),

[1+~(a—1)]

+v(1+a)

then
zL(a+1,¢)f(z)

[L(a,c)f(2)]?
and q is the best dominant.
Taking oy = A+ 1, aa =¢, B1 =a (a,c € R\Z; A > —1), oj =1
(j=3,...,s+1)and B; =1 (j =2,...,s), in Theorem 4, we have

< q(2)

Corollary 12. Let q be convex univalent in U, v € C*. Further, assume
that (3.1) holds. If f € A satisfies

2 a, ) f(2)

[1 + '7()‘ - 1)] [I)‘(a, C)f(Z)P
2 2(a,0)f(2) AP (@) f()]
P G orer T Baose)

< q(z) +v2¢'(2),

then
2 M (a,c)f(2)

a0 ()2

and q 1s the best dominant.

< q(z)

Taking a1 = p, 51 =A+1(A> -4 p>0),a; =1 =2,...,5+1)
and B; =1 (j=2,...,s), in Theorem 4, we have

Corollary 13. Let q be convex univalent in U, v € C*. Further, assume
that (3.1) holds. If f € A satisfies

21y i1 f(2)
[I)\,uf(z)]Q

+y(p+1)

[14y(p—1)]

2hutaf(2) wzﬂw—lf(z)?
(I f(2))2 (D f(2))
< q(z) + 724 (2),

then
21y p1 f(2)

[I/\,,uf(z)P

and q is the best dominant.

< q(2)
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Taking oy =p+1, 81 =p+2(p>-1),05=1(j=2,...,5+1) and
Bi=1(j=2,...,s), in Theorem 4, we have

Corollary 14. Let q be convex univalent in U, v € C*. Further, assume
that (3.1) holds. If f € A satisfies

2f(2) 2f'(z) 2(f(2))? N tmnd (2
“*”“*Q“”umf@n2+”umf@n2 ?ﬂu+Dﬁi?@ﬂg<q()+vq(),
then i)

F R 1)

and q is the best dominant.
Theorem 5. Let q be conver univalent in U. Let v € C with Re~y > 0. If
f cA zHy s (a1+41) f(2) c H[l 1] ﬂQ

[Hi,s(a1) f(2)]?
ZHl,s(al + 1)f(z) ZHl,s(al + 2)f(2:)

14+ v(a; —1)] + (1 + aq)

[Hl,s(al)f(z)]Q [Hl,s(a1>f(z)]2
B z[Hj s(0q + 1)f(2)]?
T o FEP
is univalent in U, and
! . ZHl,s(al + 1)f(z) o ZHl,s(al + 2)f(z>
q(2)+’72q (Z) < [1+’y(a1 1)] [Hl,s(al)f(z)]2 +’7(1+ 1) [Hlys(al)f(z)]z
2[His(ar +1)f(2))?
PO (o fP
then
(2) zH) s(0q + 1) f(2)
! [His(a) fEP
and q is the best subordinant.
Proof. The proof follows by applying Lemma 4. O

Taking a1 =a >0, =¢c>0,05=1( =2,...,s+1)and g =1
(j =2,...,s) in Theorem 5, we have the following corollary which improve
the result of Shanmugam et al. [16, Theorem 4.5].

Corollary 15. Let q be convex univalent in U. Let v € C with Re~y > 0.

If fe A, AN € H1,1INQ,

zL(a+1,¢)f(2)
[L(a, c) f(2)]?

zL(a+2,0)f(2) 27az[L(a +1,¢)f(2))?
[L(a, ) f(2)]? [L(a,c) f(2)]?

[1+7(a—1)]

+v(1+a)
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is univalent in U, and

q(2) + 724 (2) < [1+7(a1 = 1)] ZfL(?aTS}C(?ZJ;](;)

z[L(a+1,¢)f(2)]?

zL(a+ 2,¢)f(z)

) R

T o f QP
then sL{a+ LOf(z)
1) X L@ /)P

and q is the best subordinant.

Combining Theorem 4 and Theorem 5, we get the following sandwich
theorem.

Theorem 6. Let q1 be convex univalent in U, v € C' with Re{y} > 0, g2be

univalent in U, g2(0) = 1 and satisfies (3.1). If f € A, % €

H[1,1]NQ,
zHy s(o1 +1)f(2)
e = U e F 2
cHig(on +2)f(2) ,  2[Hig(on +1)f ()]
) e . DN (H (e f ()P

is univalent in U, and
zHy (a1 + 1)f(2)+
[Hys (1) f(2)]?
2[His(on + D f(2))?
[His(cn) f(2)]3

zH) (a1 + 1) f(2)
[His(an) f(2)]?

and q1 and qo are respectively the best subordinant and the best dominant.

q1(2) +v2q1(2) < [1+ (a1 = 1)]

zH (a1 + 2) f(2)
[Hys(on) f(2))?

(1 + o) < @2(2) +7205(2),

then

— 2vo

q1(z) < < q2(2)

Combining Corollary 11 and Corollary 15, we get the following sand-
wich result which improves the result obtained by Shanmugam et al. [16,
Corollary 4.6].

Corollary 16. Let v € C' with Rey > 0, q1 be convex univalent in U and

g2 be univalent in U, q2(0) = 1 and satisfies (3.1). If f € A, %fc()z)(]g) c

H[1,1]1NQ,

zL(a+1,¢)f(2)

e o fep

zL(a+2,0)f(2) 5 az[L(a +1,¢)f(2))?
LlaafGP Y L afGP

+v(1+a)
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is univalent in U, and

01(2) + 7241 (2) < [L+7(a1 —1)]

zL(a+1,¢)f(z)
[L(a,c)f(2)]?
2[L(a+1,¢)f(2))?
[L(a,c)f(2)]?

zL(a+2,¢)f(z)
[L(a, c) f(2)]?

+7(1+a)

—2va < q2(2) + v2q5(2),

then

oD

and q1 and q2 are respectively the best subordinant and the best dominant.
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